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Abstract. This paper proposes a new type of supervised learning app-
roach - statistical adaptive Fourier decomposition (SAFD). SAFD uses
the orthogonal rational systems, or Takenaka-Malmquist (TM) systems,
to build up a learning model for the training set, based on which pre-
dictions of unknown data can be made. The approach focuses on the
classification of signals or time series. AFD is a newly developed signal
analysis method, which can adaptively decompose different signals into
different TM systems that introduces the Fourier type but non-linear
and non-negative time-frequency representation. SAFD fully integrates
the learning process with the adaptability character of AFD, in which
a small number of learned atoms are adequate to capture structures
and features of the signals for classification. There are three advantages
in SAFD. First, the features are automatically detected and extracted
in the learning process. Secondly, all parameters are selected automat-
ically by the algorithm. Finally, the learned features are mathemati-
cally represented and the characteristics can be further studied based
on the induced instantaneous frequencies. The efficiency of the proposed
method is verified by electrocardiography (ECG) signal classification.
The experiments show promising results over other feature based learn-
ing approaches.
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1 Introduction

Supervised learning means that the learner observes some labeled example input—
output pairs as the training set and learns a general hypothesis that maps from
input to output, then makes predictions for all unseen instances using the learned
hypothesis [1]. There are a number of popular supervised learning techniques in
the literature, which can be divided into five categories [2]. They are Logic based
algorithms, such as decision trees [3]; Perceptron-based techniques, such as neu-
ral networks [4]; Statistical learning algorithms, such as Bayesian networks [5];
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Instance-based learning, such as lazy-learning and nearest neighbor algorithms
[6]; and Support Vector Machines (SVM). Each method has its own strengths and
limitations. Supervised learning tasks can be further grouped into the regression
and classification applications. There are a large number of classification appli-
cations related to various types of signals, including medical data, radar data,
and financial data, etc. Signal processing offers effective techniques in analyzing
various data, however, it has not been widely used in the supervised learning
area and is not included in the above five categories.

This paper proposes a new learning technique based on adaptive Fourier
decomposition (AFD), which is a newly developed signal processing technique [7].
Unlike ordinary transforms based on a pre-selected basis, AFD is based on a par-
ticular redundant dictionary leading to mono-components as composition units
(atoms) of signals. AFD decomposes any given signal by suitably choosing dic-
tionary atoms, according to some optimization principle, to form an atomic sys-
tem specially for the signal to be expanded. Due to its adaptivity, different signals
are represented by different systems. Combining the statistical results, signal with
similar features can be represented by a common system. Based on this principle,
the proposed approach can be used to classify signals. There are different variants
of AFD, we choose n-best AFD in this paper that uses n-Blaschke-forms. The best
n-Blaschke approximation (n-best AFD) is an alternative version of best approx-
imation to Hardy space functions by rational functions of degree not exceeding n.
The n- best approximation, due to its optimization nature, is more effective and
more stable to approximate analytic signals.

The contributions of the paper are summarized as follows:

e This paper proposes a new type of supervised learning approach SAFD, in
which the features are represented mathematically by the adaptively obtained
well-defined orthogonal rational systems. Unlike the other transform based
learning with pre-selected fixed basis, SAFD adaptively selects a parameter-
determined system representing the features, and yet with fast convergence.

e Detecting and extracting the most relevant features are among very challeng-
ing tasks that often introduce manual intervention in other feature based
learning models. SAFD provides a fully automatic feature detection and
extraction learning process that is a superb nature in comparison with the
manual feature selections. The feature detection and extraction make it to be
of similarity with neural network (NN). It is, however, unlike NN, due to its
automatic parameter finding and explicit mathematical representation.

e Parameter selection itself is another challenging task in learning process.
SAFD offers automatic parameter selection. No parameter pre-selection is
needed in SAFD.

e The commonly used feature based classification methods usually consist
of two steps, including feature extraction and feature classification. The
extracted features need to be put into a classifier to implement the classi-
fication. SAFD can achieve the classification by directly projecting the signal
to the obtained model systems and comparing the residues without applying
a separate classifier.
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e The mathematical representation of the frequency features is provided in the
paper, which lays foundation for feature analysis in the future.

The rest of the paper is organized as follows. The mathematical principle of
the proposed SAFD is elaborated in Sect. 2. Section 3 presents the SAFD based
signal classification approach in detail. In Sect. 4, the effectiveness of the method
is evaluated by ECG classification. Conclusions are drawn in Sect. 5.

2 The Principle of the Proposed Statistical Adaptive
Fourier Decomposition (SAFD)

The n-best Blaschke form approximation is based on the n-orthogonal rational
function system, or the n-Takenaka-Malmquist system (the n-TM system in
brief) [8].

Let y(t) be a real-valued signal. The associated analytic signal of y(t) is
defined as [§]

v () = 5 (4(6) + iHy() + co), (1)

where ¢g is the 0-th Fourier coefficient, and H is the Hilbert transformation. In
the following part, we also denote yT as y for convenience.

For an analytic signal y, the n-best Blaschke form approximation is a function
of the form

7(z) = > B, (2)
k=1

which best approximates y under a selection of the n-tuple of the parameters
ar,as,...,a,. Where ¢, = (y*,By) = (y", Ba,,.. ;) is the k-th coefficient of
By.

The main learning process of SAFD is embedded in the parameter selection.
An optimal selection of the parameters ai,as, ..., a, is based on minimizing the
square-distance between y and g, that is

n n

- »Ba a Bal...an = i - 7B Bl . (3
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Cyclic AFD provided in [8] is an effective algorithm for n-best Blaschke-form
approximation to solve the above optimization problems (3). It adaptively selects
one more optimized parameter for each cycle.

3 SAFD Based Signal Classification

In this section, we first present the SAFD based signal classification approach,
which consists of three steps, including pre-processing, learning process, and
classification. Then we provide the mathematical representation of the learned
features.
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3.1 Pre-processing

First of all, the selected signals to be learned need to be suitably normalized
as pre-processing of the training set. Then based on the statistical principle,
signal averaging technique is applied, which can increase the signal-to-noise ratio.
Assume signals can be divided into M classes in the training set. The i-th class

is denoted as C; = (s;1,...,8in,), where N; is the number of signals in the

i-th class, ¢ = 1,..., M. For each class, we randomly select a certain number of

signals, (s;1,. .., si,ip), as the training set of C;. Then the training signals of the
Z;p:l Si.j

i-th class are averaged by 3; = >
P

3.2 The Learning Process

The learning process described in Sect.2 is applied to §; to select the optimal
parameters {aj,...,a;, }, n; is the number of the parameters of the i-th class.
Then the corresponding weighted Blaschke products [8] are

/1 — i2k71 Zfai.
B _ Lak:| _J (4)

% _ ) )
Bk(z> — Haj,..,ap T 1 A 1 7 0
—apz =1+~ ajz

{Bj}}, is the trained n-TM system of C;.

3.3 Classification

To an unknown test signal s, it is represented as a linear combination of each
trained {Bk} , from the i-th class, i = 1,..., M, that is, § = > ;" ci B},
where ¢} = (s, B’) The residuals of the orthogonal projections on the trained
n-TM systems {Bj }" , are

ng
s => cBilli=1,..., M. (5)
k=1
Then s can be determined to the class [ based on the following equation:
(4) oo (s) = cQnin IIS 5'l1. (6)

3.4 Mathematical Representation of the Frequency Features

The n-best Blaschke form approximation § of the signal y in (2) gives a non-
negative time-frequency representation of y. Furthermore, the instantaneous fre-
quency (IF) feature can be extracted by [9]

an|cos(t — 0q,) — |an|? 1—|a?

1 —2|an|cos(t — 04,) + |an|? lay| cos(t — 0,,) + |ar]?’

where 0, = |a,|e?%n.
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Fig. 1. Four heartbeat examples. Black lines represent the training signals and red
lines represent the reconstructed signals by n-best AFD with n = 12. The row below is
the associated time-frequency representations of the four heartbeat examples. (Color
figure online)

4 Experiments

The effectiveness of the proposed learning technique is evaluated by electrocar-
diography (ECG) signals for heart beat classification. We evaluate our approach
on well known MIT-BIH arrhythmia database!. The experiments are conducted
on a computer with 16 GB RAM and 2.71 GHz Inter Core i5 processor and the
code is implemented in MATLAB 2016a.

The annotations provided by the database are used as the labeled references
for training and also used for testing the classified results. Following the Asso-
ciation for Advancement of Medical Instrumentation (AAMI) standard [10], the
different heart beat types in MIT-BIH database are grouped into five classes: N,
S, V, F and Q class. The Q class is commonly discarded according to the recom-
mended practice and is not considered in the following heart beat classification
task. The examples of the four heart beat classes are illustrated in Fig. 1.

4.1 SAFD Based ECG Classification

There are three steps in the SAFD based ECG classification approach. They
are ECG signal segmentation, learning process, and classification process. In the
first step, the raw ECG signals are divided into heartbeat segments following
the R detection, which locates R-peak points using the provided beat locations.
The training data normalization in ECG classification is as follow. We chose
300 sampling points as the segment length, 100 sampling points before the beat
location and 200 sampling points after it. In this way, each segment contains

! http://www.physionet.org/physiobank/database/mitdbl.
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Fig. 2. The boxplots of the residual distribution for each class are projected on trained
N, S, V, and F class, respectively.

a whole heart cycle, including P wave, QRS complex wave, and T wave, as
illustrated in Fig. 1(a).

The proposed learning technique is trained to extract features that can repre-
sent N, S, V, and F classes, respectively. 13640 heartbeats are sampled randomly
in MIT-BIH database, in which 834 heartbeats are F class, 8330 heartbeats are
N class, 2072 heartbeats are S class, and 2404 heartbeats are V class. For the
sake of extracting features that can represent each class and reflecting some sta-
tistical characteristics, 100 heartbeats are randomly selected in each class for
training. The remaining heartbeats are used for classification validation.

In learning process, we first get the average signal in N, S, V, and F classes,
respectively. In our experiment, N = 12 is selected for all four classes. Next,
the SAFD learning process is applied to each of the labeled average N, S, V,
and F classes, respectively. Four examples selected randomly from each of N, S,
V, and F classes and are reconstructed by using the respective n-TM systems
as illustrated in Fig.1. It can be seen that the automatically selected features
can perfectly represent the heartbeat classes they belong to. Furthermore, those
respective n-TM systems possess positive IF features and there is no intersection
among all IFs. The positive IFs effectively reflect the time-varying characteristics
of signals, such as the morphology of heartbeats. The respective time-frequency
representations of the four heartbeat examples are shown in Fig. 1.

In the classification process, tested signals are projected onto the obtained
four n-TM systems, and the residuals are worked out to see which n-TM system
gives rise to the minimum residual energy. The residual distributions of N, S, V,
and F classes are graphically represented in Fig. 2. As shown in Fig. 2, residuals
of heartbeats reach to a minimum when the heartbeats are consistent with their
class labels, which suggest that the residuals have a good discriminative repre-
sentation for classifying different beat types. The performance of the proposed
learning technique has a 81.44% overall accuracy and other detailed results are
shown in Table 1.
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Table 1. Comparison the proposed method and the previous works. (# features: the
number of features are extracted.)

Method # features|N S \% F Tot.
Se |+P |Se |+P [Se |+P [Se |+P |Acc
De Chazal et al. [11]|52 86.9 99.2 |75.9 |38.5 |77.7 |81.9 [89.43/0.08 |81.9
Llamedo et al. [12] |39 77.55/99.47|76.46|41.34/82.94|87.97/95.36|4.23 |78.0
Zhang et al. [13] 46 88.9 [99.0 |79.1 |136.0 |85.5 |92.8 93.8 |13.7 |86.7
Herry et al. [14] 6 83.13/98.93|81.14/31.93|77.50|79.05|83.25/6.91 |82.70
Proposed - 83.58/95.45(82.25|72.48|68.53|97.23|95.78/32.38/81.44

4.2 Performance Comparisons

The experiment results of the proposed method are compared with some selected
state-of-the-art feature based ECG classification methods. They are all tested
and validated on the MIT-BIH arrhythmia database and follow the AAMI stan-
dard. The comparison results are illustrated in Table 1. The compared methods
use a variety of features to represent the ECG signals and different types of
classifiers for classification.

The performance is evaluated in terms of the sensitivity (Se) and positive
predictivity (+P) [11]. Though the overall accuracy of the proposed method is
not the best, the results are comparable. The most important is that the first
three methods rely on very complicated and high dimension feature sets, which
lead to three disadvantages, including manual feature selection, high computa-
tional cost, and high requirements for classifiers next step. The fourth method
significantly reduces the feature number, however, the feature selection approach
is still very complicated and manual selection is needed. The proposed approach
classifies the ECG signal based on the selected parameters while no classifier is
used. It is to be improved along with further studies on the adaptive parameter
selection method.

4.3 Running Time Analysis

It takes approximately 0.373 s to complete one learning process and total 0.373
4 =~ 1.49s for the whole system training by the proposed SAFD with N =
12. Once the training of ECG signals is completed, the classification of ECG
heartbeat is readily done. The time required for projecting a tested signal to the
n-TM system space is only 0.006s. Note that this is a very short time moment,
and much shorter than the time needed to finish one heart beat that the length of
each heartbeat segmentation is 300/360 ~ 0.83s. Thus, the proposed algorithm
has a great potential for the real-time monitoring system. We will leave this
real-time implementation as future work. Since none of other methods shown in
Table 1 provides the training time, we cannot make a comparison.
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5 Conclusion

This paper presents a new type of supervised learning approach SAFD, which
provides fully automatic feature selection and extraction with well defined math-
ematical representation. It offers a new fully explainable automatic learning pro-
cess for signals. The effectiveness of the proposed learning technique is demon-
strated by ECG classification. This study lays foundation to further analysis of
the time-frequency characteristics of the learned features.
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