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a b s t r a c t 

This study designs a novel image encryption cryptosystem through the two-dimensional partial unwind- 

ing decomposition (2D-PUD). It consists of three stages. Firstly, a stream sequence (first part of the se- 

curity key) is generated by pseudo-random number. Secondly, the plain image is decomposed into three 

parts by 2D-PUD: one 2D decomposition component, two 1D decomposition components, and the av- 

erage intensity value of the image. Finally, the 2D decomposition component is shuffled by a general- 

ized Arnold transform where the average intensity value is selected as second part of the security key. 

The diffusion scheme is subsequently applied to the scrambled image via exclusive OR operations with 

the randomized 1D decomposition components (third part of the security key) along rows and columns 

to obtain the cipher image. Due to the adaptive attribute of 2D-PUD, the generated 1D decomposition 

components are completely distinct for different images. In addition, we can also make them signifi- 

cantly different by tuning the decomposition times for the same image. Thus, the proposed algorithm is 

an image-content-adaptive encryption scenario that can effectively resist cryptographic attacks. Simula- 

tion results demonstrate that our proposed method has excellent encryption performance and can resist 

against various typical attacks, including brute force, statistical, entropy, and differential attacks. 

© 2020 Elsevier B.V. All rights reserved. 
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. Introduction 

The utilization and exchange of multimedia content, such as 

igital images, video sequences, and audio signals, have shown an 

xplosive growth owing to the dramatic development of computer 

etwork and communication technology. Digital images as visual 

ultimedia content are widely used in many fields, including med- 

cal, commercial and military. In these cases, the transmission and 

torage of images across a public channel and cloud service must 

e private and accessible only by authorized agencies. Thus, the se- 

urity problem of digital images has become increasingly impera- 

ive and drawn extensive attention. To maintain the confidentiality 

f important digital images, researchers have developed different 

ypes of technology, such as image hiding [1,2] , image watermark- 

ng [3,4] and image encryption [5,6] . Among these security mea- 

ures, image encryption that typically converts meaningful images 
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E-mail addresses: lmzhang@um.edu.mo , lmzhang@umac.mo (L. Zhang). 

t

r

F

k

a

ttps://doi.org/10.1016/j.sigpro.2020.107911 

165-1684/© 2020 Elsevier B.V. All rights reserved. 
nto unrecognized and unintelligible noise-like image is the most 

traightforward strategy [7,8] . 

So far, tremendously different schemes and algorithms [9–

0] for encrypting image have been developed in the literature, 

nd from the perspective of the encryption domain, they are gen- 

rally classified into the spatial-domain and frequency-domain im- 

ge encryption algorithms. The spatial domain-based encryption 

echniques directly manipulate the pixels or blocks of the image 

lane itself, whereas the frequency domain-based methods mod- 

fy the frequency coefficients of the transformed image. In the 

arly stage, image encryption is achieved by permutation-only al- 

orithms, which simply scrambles image matrices/blocks in the 

patial domain [11,16,19] or coefficient matrices/blocks in the trans- 

orm domain [21,22] based on different technologies. Nevertheless, 

hese approaches have a low security level because they incom- 

letely dislocate the essential characteristics (frequency distribu- 

ion) and use a permutation mapping matrix based on a pseudo- 

andom number generator that can generate only limited keys. 

urthermore, the permutation-only based encryption schemes are 

nown to be fragile to ciphertext-only attack and known-plaintext 

ttack [23–25] . To achieve a higher level of security, another 

https://doi.org/10.1016/j.sigpro.2020.107911
http://www.ScienceDirect.com
http://www.elsevier.com/locate/sigpro
http://crossmark.crossref.org/dialog/?doi=10.1016/j.sigpro.2020.107911&domain=pdf
mailto:lmzhang@um.edu.mo
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Y. Wu, L. Zhang, T. Qian et al. Signal Processing 181 (2021) 107911 

m

a

t

p

h

t

i

m

c

t

b

a

[

s

a

d

b

s

[

H

t

h

u

t

o

P

e

o

i

s

i

i

c

p

s

s

o

r

t

p

t

p

m

a

t

fi

a

t

n

m

a

c

o

p

c

2

[

s

s

s

p

d

r

b

i

p

p

a

w

2

(

r

h

c

2

a

c

I

c

w

a

f

i

l

a

w

O

T

p

t

ethod termed permutation-diffusion is used to shuffle the im- 

ge matrices/blocks and modify image pixel values via different 

echniques. Thereafter, image encryption technologies based on 

ermutation-diffusion theory in the spatial or transform domain 

ave been proposed [26,27] and have become the main architec- 

ure in the field of current image encryption. 

However, encryption algorithms based on permutation-diffusion 

n the spatial domain still cannot satisfy the security require- 

ents, because they often have limited key space and are inse- 

ure against classical statistical attack and chosen-chipertext at- 

ack [28] . To overcome these limitations, permutation-diffusion 

ased image encryption technology in the transform domain, such 

s Fourier transform (FT) [27] , discrete cosine transform (DCT) 

29,30] , and discrete wavelet transform (DWT) [31] , achieve better 

ecurity. For instance, double random phase encoding (DRPE) [9] is 

 well-known optical image encryption technique in the Fourier 

omain. Many improved variants that generalize the DRPE method 

y changing the masks and Fourier transform into other transforms 

uch as the fractional Fourier transform [10] , the Fresnel transform 

32] , the jigsaw transform [33] , the Gyrator transform [34] and the 

artley transform [35] , have been proposed and reported. Unfor- 

unately, these transform domain-based encryption algorithms still 

ave limitations and are easy to be cracked because they usually 

se fixed basis functions (trigonometric functions, wavelet func- 

ions) in the process of representing all images. 

In this paper, we propose a novel image cipher algorithm based 

n the two-dimensional partial unwinding decomposition (2D- 

UD) [36] method. Firstly, By using a pseudo-random number gen- 

rator, we generate a stream sequence that is set as the first part 

f the security key. Secondly, The original image is decomposed 

nto three main parts by the 2D-PUD method: the 2D decompo- 

ition component, 1D decomposition components and the average 

ntensity value of the image. In the permutation phase, the average 

ntensity value of the image is chosen as the second part of the se- 

urity key for the generalized Arnold transform, which shuffles the 

ixels position of the 2D decomposition component. In the diffu- 

ion process, the randomized 1D decomposition components are 

elected as the third part of the security key to modify the value 

f the shuffled image via exclusive-OR (XOR) operations along the 

ows and columns of the scrambled image, respectively. Since the 

hird part of the security key (randomized 1D decomposition com- 

onents) we use for encryption is dependent on the plainimage, 

he whole cryptosystem is plain-image-content-adaptive. The pro- 

osed cryptosystem achieves an upgraded level of security when 

easured by the number of pixel change rate (NPCR) and unified 

verage changing intensity (UACI) [37] . In contrast to the existing 

ransform methods, such as DFT and DWT, which use the same 

xed basis functions to represent all images, the 2D-PUD method 

daptively selects different basis functions in a given search dic- 

ionary space to represent different images. The contributions and 

ovelties of this article are summarized as follows: 

• The study introduces and applies the 2D-PUD method to image 

encryption first time in the literature, and the proposed encryp- 

tion scheme can well protect plain images. 
• The 2D-PUD technology introduced as the core of image cryp- 

tosystem can produce encryption key from the plain image 

which greatly improves the diffusion property of cryptosystem. 

Hence, the designed encryption scheme enhances the protec- 

tion performance against the differential attack. 
• The generated two 1D decomposition components are distinct 

for two different images; even for the same image, a signifi- 

cant difference in 1D decomposition components can be gen- 

erated by setting different decomposition times. Therefore, the 

designed cryptosystem is an image-content-adaptive encryption 
2 
scenario that is robust against cryptographic attacks, such as 

chosen-plaintext attack and chosen-ciphertext attack. 

The rest of the paper is organized as follows. A brief mathe- 

atical foundation of unwinding decomposition (UD) and 2D-PUD 

re provided in Section 2 . Section 3 introduces the proposed en- 

ryption scheme in detail. To assess the encryption performance 

f the proposed scheme, simulation results and security analysis 

erformed on various images are presented in Section 4 . Finally, 

onclusions are drawn in Section 5 . 

. Mathematical foundation 

Adaptive Fourier decomposition (AFD) proposed by Qian et al. 

38] offers fast decomposition of any 1D input signal in energy 

ense via adaptively selecting basis functions based on a given ba- 

is search dictionary, which is a type of positive frequency expan- 

ion algorithm and has been successfully applied to different signal 

rocessing fields [39–41] . AFD is different from traditional Fourier 

ecomposition, which uses the fixed Fourier bases (trigonomet- 

ic functions). One-dimensional unwinding decomposition (1D-UD) 

ased on the factorization operation is another type of AFD, which 

s first proposed by Coifman et al. in [42–45] and achieves faster 

ositive frequency decomposition than AFD. In [46,47] , the author 

roposes a novel algorithm that combines the maximal selection 

nd factorization process together to decompose the 1D signals, 

hich further improves the convergence speed. To decompose any 

D signal, such as an image, 2D partial unwinding decomposition 

2D-PUD) [36] that generalizes the 1D-UD case to the 2D case has 

ecently been proposed. The effectiveness of the UD approaches 

as been verified through theoretical analysis and practical appli- 

ations [43] . 

.1. Mathematical foundation of 1D-UD 

Let C denote the complex plane, D ⊂ C be the open unit disc 

nd T be its boundary. Based on classical Fourier series theory, any 

omplex-valued function of finite energy defined on the unit circle 

f 
(
e it 

)
∈ L 2 ( T ) can be expressed as 

f 
(
e it 

)
= 

∞ ∑ 

k = −∞ 

c k e 
ikt = 

∞ ∑ 

k =0 

c k e 
ikt + 

−1 ∑ 

k = −∞ 

c k e 
ikt 

= f + 
(
e it 

)
+ f −

(
e it 

)
. (1) 

f f is real-valued, due to the relation c −k = c̄ k ( ̄c k is the conjugate 

omplex of c −k ), we can obtain 

f = 2 Re f + − c 0 , (2) 

here Re denotes the real part of the complex-valued function f + , 
nd f + is called the analytic signal associated with f . Thus, the 

ormulation (2) indicates that the study of f can be transformed 

nto the study of f + . 
Based on the Nevanlinna factorization theorem [48] , the ana- 

ytic function f + ( z ) (z = e it ) can be decomposed into a product of 

n inner function I ( z ) and an outer function O ( z ) as follows: 

f + ( z ) = I ( z ) O ( z ) , (3) 

here the outer function has the following formulation: 

 (z) = exp { 1 

2 π

∫ π

−π

e it + z 

e it − z 
log 

∣∣ f + 
(
e it 

)∣∣dt } . (4) 

he inner function part I(z) can be further decomposed into a 

roduct of a Blaschke product part B ( z ) and a singular inner func- 

ion part S ( z ) . Thus, we have 

f + ( z ) = I(z) O (z) = B (z) S(z) O (z) , (5) 
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2

here 

 (z) = z m 

∏ 

z k � =0 

| z k | 
z k 

z k − z 

1 − z̄ k z 
, (6) 

nd 

(z) = exp {−
∫ π

−π

e it + z 

e it − z 
dμ( t ) } , (7) 

here dμ( t ) is a positive regular Borel measure singular to the 

ebesgue measure. 

Note that the outer function O (z) and singular inner function 

(z) are non-vanishing in the unit disc, so the Blaschke product 

ollects all the zero roots of f + . Accordingly, we can rewrite the 

ormulation (5) as f + ( z ) = B (z) T (z) with T (z) = S(z) O (z) . The 1D-

D is given by the following iterative process: 

f + = B 1 T 1 = B 1 ( T 1 ( 0 ) + ( T 1 ( z ) − T 1 ( 0 ) ) ) 

= B 1 ( T 1 ( 0 ) + B 2 T 2 ) 

= c 1 B 1 + B 1 B 2 ( T 2 ( 0 ) + ( T 2 ( z ) − T 2 ( 0 ) ) ) 

· · ·
= c 1 B 1 + c 2 B 1 B 2 + · · · + B 1 B 2 · · · B N T N , (8) 

here c k = T k (0) , k ≥ 1 , and each B k , k ≥ 2 is the Blaschke prod-

ct generated by the zeros of the function T k (z) − T k (0) in Hilbert 

pace. It is noted that each of the Blaschke products B k contains 

 factor z. It has also been showed that lim 

N→∞ 

‖ B 1 B 2 · · · B N T N ‖ = 0 . 

ence, we obtain in the L 2 -norm sense: 

f + ( z ) = 

∞ ∑ 

k =1 

c k B 1 B 2 · · · B k . (9) 

ue to the positive instantaneous frequency property of Blaschke 

roducts, 1D-UD gives rise to a fast positive instantaneous fre- 

uency decomposition of an analytic signal. 

.2. Mathematical foundation of 2D-PUD 

Like the 1D signal, an image can be viewed as a real-valued 

unction of finite energy defined on the square region [ 0 , 2 π ] ×
 

0 , 2 π ] that is the characteristic boundary of 2-torus D 

2 := D × D = 

 ( z, w ) : | z | < 1 , | w | < 1 } . For two functions f and g in the space, 

he square integral function on the boundary is a Hilbert space 

quipped with the inner product 

 

f, g 〉 = 

1 

4 π2 

∫ π

−π

∫ π

−π
f 
(
e it , e is 

)
ḡ 
(
e it , e is 

)
d td s . (10) 

enote T = ∂D . For f ∈ L 2 ( T 

2 ) , based on multiple Fourier series

ne defines 

f + , + 
(
e it , e is 

)
= 

∑ 

k,l≥0 

c kl e 
i ( kt+ ls ) , (11) 

f + , −
(
e it , e is 

)
= 

∑ 

k, −l≥0 

c kl e 
i ( kt+ ls ) , (12) 

f −, −(
e it , e is 

)
= 

∑ 

−k, −l≥0 

c kl e 
i ( kt+ ls ) , (13) 

nd 

 

(
e it 

)
= 

1 

2 π

∫ π

−π
f 
(
e it , e is 

)
ds , (14) 

 

(
e is 

)
= 

1 

2 π

∫ π

−π
f 
(
e it , e is 

)
dt . (15) 

ince f ∈ L 2 ( T 

2 ) , the following relation can be deduced 

f 
(
e it , e is 

)
= 2 Re 

{
f + , + 

(
e it , e is 

)}
+ 2 Re 

{
f + , −

(
e it , e is 

)}
− 2 Re 

(
F + 

)(
e it 

)
− 2 Re 

(
G 

+ )(e is 
)

+ c 00 , (16) 
i

3 
here Re means taking the real part of the complex-valued func- 

ion. 

The analysis of 2D-PUD for a real-valued image is converted 

nto that of 2D Hardy space functions and related 1D-UD of some 

D functions. 

In the following, we present the decomposition process of 

f + , + ( z, w ) , and the other components in Eq. (16) can be decom- 

osed by a similar procedure. We first assume 

f + , + ( z, w ) = f ( z, w ) = f 1 ( z, w ) = 

∑ 

k,l≥0 

c kl z 
k w 

l , (17) 

nd we obtain the splitting 

f 1 ( z, w ) = g ( z, w ) + f 1 ( z, 0 ) + f 1 ( 0 , w ) − f 1 ( 0 , 0 ) , (18) 

here 

 ( z, w ) = f 1 ( z, w ) − f 1 ( z, 0 ) − f 1 ( 0 , w ) + f 1 ( 0 , 0 ) . (19) 

t can be easily verified that there exists a function f 2 ∈ H 

2 
(
D 

2 
)

uch that 

 ( z, w ) = zw f 2 ( z, w ) . (20) 

herefore, we have the relation 

f 1 ( z, w ) = zw f 2 ( z, w ) + f 1 ( z, 0 ) + f 1 ( 0 , w ) − f ( 0 , 0 ) . (21) 

epeating the same procedure for f 2 (z, w ) , we obtain 

f 1 ( z, w ) = zw [ f 2 ( z, 0 ) + f 2 ( 0 , w ) − f 2 ( 0 , 0 ) ] 

+ f 1 ( z, 0 ) + f 1 ( 0 , w ) − f 1 ( 0 , 0 ) 

+ ( zw ) 
2 f 3 ( z, w ) . (22) 

epeating this process up to N- times, we obtain 

f 1 ( z, w ) = 

N ∑ 

n =1 

( zw ) 
n −1 

[ f n ( z, 0 ) + f n ( 0 , w ) − f n ( 0 , 0 ) ] 

+ ( zw ) 
N f N+1 ( z, w ) . (23) 

his decomposition series quickly converges to the initial Hardy 

pace function f + , + ( z, w ) . 

The decomposition process of f + , −( z, w ) is similar to the pro- 

ess of f + , + ( z, w ) , and the 1D signals F + and G 

+ can be decom- 

osed by the 1D-UD algorithm depicted in Eq. (8) . We take the 

eal parts of all obtained decomposing terms and add the two 2D 

ecomposition terms f + , + ( z, w ) and f + , −( z, w ) together. Finally, 

e obtain three components including a 2D decomposition com- 

onent, two 1D decomposition components and average intensity 

alue of the image as follows: 

f 
(
e it , e is 

)
≈

2 Re 

{ (
f + , + 

)N (
e it , e is 

)} 

+ 2 Re 

{ (
f + , −

)N (
e it , e is 

)} 

− 2 Re 
(
F + 

)N (
e it 

)
− 2 Re 

(
G 

+ )N (
e is 

)
+ c 00 . (24) 

o simplify the notation, we denote the Eq. (24) as 

f ≈ 2 U 

N + 2 V 

N − 2 F N − 2 G 

N + c 00 . (25) 

In summary, 2D-PUD method generates an adaptive basis by 

ursuing the maximal energy gain of the outer function in each 

ecomposition iteration. Although theoretically it is an open and 

ifficult problem, numerically it consistently converges quickly and 

obustly in both the energy and pointwise measurements. 

. Proposed encryption cryptosystem 

In this section, a new image encryption method based on the 

D-PUD technology is proposed. The proposed encryption scheme 

s composed of three stages. In the first stage, we generate a 
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Fig. 1. Flowchart of the proposed encryption scheme. 
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tream sequence through certain pseudo-random number gener- 

tor, such as chaotic systems. In the second stage, the plain im- 

ge is decomposed into three parts which includes a 2D decom- 

osing component, two 1D decomposing components and the in- 

ensity mean value of the image. Then, at the last stage, the 2D 

ecomposing component is scrambled and diffused by the related 

lgorithms using the intensity mean and randomized 1D decom- 

osing components as the secure key, and a secure cipher image 

s obtained. The flowchart of the proposed encryption scheme is 

isplayed in Fig. 1 . 

As depicted in Section 2 , it can be found that the 2D-PUD 

ransforms different images into different expanding systems (basic 

unctions). It is completely different from classical transforms, such 

s DFT and DCT, which always use the same fixed bases (trigono- 

etric functions) to represent all images. Based on the adaptive 

ecomposition nature of 2D-PUD, we propose an image encryption 

cheme that can perform content-adaptive encryption for different 

mages and even the same image. 

.1. Encryption and decryption process 

In the encryption process, decompose the original image f up 

o N times by 2D-PUD first, and obtain Eq. (25) . Denote P = 2 U 

N +
 V N , and preprocess the 2D decomposition component and two 1D 

ecomposition components by taking 

 1 = f loor(P + 128) , (26) 

 1 = mod(2 F N × 10 

15 , 255) , (27) 

 1 = mod(2 G 

N × 10 

15 , 255) . (28) 

Secondly, generate the scramble parameters p and q of the 

rnold transform via mean image intensity value c 00 as follows: 

p = mod(c 00 × 10 

15 , 255) , (29) 

 = mod(c 00 × 10 

17 , 255) . (30) 

Thirdly, generate a stream sequence K by using a pseudo- 

andom generator. The 1D decomposition components F and G 
1 1 

4 
re randomized via performing XOR operation with the generated 

tream sequence and obtain F 2 and G 2 . 

Fourthly, the 2D decomposition component is confused by a 

crambling algorithm and c 00 serves as the second part of the se- 

urity key. In the confusion phase, any existing scrambling method 

an be exploited in the proposed scheme. Taking a simple exam- 

le, this work employs the generalized Arnold transform to change 

he position of 2D decomposition components. Scramble the P 1 by 

he Arnold transform with parameters p, q and obtain P 2 . 

Fifthly, the scrambled image is diffused via conducting the XOR 

perations with the randomized 1D decomposition components. 

he randomized 1D decomposition components F 2 and G 2 are 

pliced together as the third part of the security key, denoted as 

 F 2 G 2 ] . Perform the XOR operations on P 2 with F 2 and G 2 along the

ows and columns, respectively. 

Finally, repeat the scrambling and XOR procedures up to r

ounds, and the cipher image C is obtained. 

The detailed encryption process for the proposed algorithm is 

escribed in Algorithm 1 . 

lgorithm 1 Encryption Process. 

nput: Original image f , decomposition times N, and the stream 

sequence K. 

utput: Cipher image C. 

1: Calculate F N and G 

N based on Eq. (8); 

2: Calculate U 

N and V N based on Eq. (23); 

3: Calculate P 1 , F 1 and G 1 via Eqs. (26)-(28), respectively; 

4: perform the XOR operations on F 1 and G 1 with K, respectively, 

and obtain F 2 and G 2 

5: Calculate p and q via Eq. (29) and Eq. (30), respectively; 

6: Scramble the P 1 by the Arnold transform with parameters p, q 

and obtain P 2 ; 

7: Perform the XOR operations on P 2 with F 2 and G 2 along the 

rows and columns, respectively; 

8: Repeat Step 6 to Step 7 up to r rounds, and the cipher image C 

is obtained. The encryption process is finished. 

The procedure for image decryption is just a reverse of encryp- 

ion scheme. Before the decryption, a secret key formed by three 

arts, i.e. splicing the stream sequence K, the average intensity 

alue and two 1D decomposing components together, is transmit- 
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Fig. 2. Encrypted and decrypted results of different types of images. Top row: original images; Middle row: corresponding cipher images; Bottom row: restored images. 

Column one to five represents remote, grayscale, medical, synthetic and color images, respectively. 
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1 http://sipi.usc.edu/database/database.php?volume=misc . 
ed to the receiver. The authorized user applies the XOR operation 

o the encrypted image with the third part of the security key, and 

he unscrambling process is performed by using the correspond- 

ng scrambling algorithm and the second part of the security key. 

inally, the original image could be restored by combining the re- 

tored 2D decomposition component and the other two parts. 

The proposed encryption scheme can encode images from dif- 

erent modalities, such as grayscale, remote, medical and color im- 

ges. Fig. 2 illustrates the encryption and corresponding decryption 

esults of some sample images, including remote, grayscale, medi- 

al, synthetic and color images. To encrypt color image, each R, G, B 

omponent is encrypted individually and combined to produce the 

nal encrypted color image. As observed in Fig. 2 , all encrypted 

mages shown in the middle row are noise-like and unrecogniz- 

ble. Therefore, the proposed method can well protect different 

ypes of plain images. The restored images displayed in the bottom 

ow are visually indistinguishable from their original counterparts. 

.2. Content-adaptive cryptosystem 

Due to the adaptive decomposition nature of the 2D-PUD 

ethod, the generated 1D sequence [ F 1 G 1 ] for two different images 

re completely distinct; while for the same image, it will be signif- 

cantly different by choosing different decomposition numbers N. 

ig. 3 shows the generation process of the second part of the se- 

urity key [ F 1 G 1 ] by exploiting two different images with the same

ecomposition times and the same image with different decompo- 

ition times. Due to space constraints, we show only the preced- 

ng 16 numbers of F 1 and G 1 , respectively. As shown in the figure,

he generated [ F 1 G 1 ] is completely distinct for different images; in 

ddition, [ F 1 G 1 ] is significantly different for the same image due to 

he different decomposition times. Therefore, the proposed encryp- 

ion algorithm is a content-adaptive encryption scenario. 

. Experimental results 

In this section, we implement the proposed encryption algo- 

ithm by using MATLAB 2018b on a personal computer with an 
5 
ntel Core i7-7700 CPU at 3.60 GHz and 16 GB of memory and per- 

orm the security analysis. Our experiments are conducted on the 

SC-SIPI Miscellaneous Image Database 1 in which total 44 images 

re included. To quantitatively evaluate the quality of the proposed 

pproach, we test all the images in the database. Meanwhile, we 

onduct five sets of experiments to evaluate our proposed method, 

.e., encryption and decryption evaluation, security analysis (in- 

luding histogram analysis, correlation analysis, and information 

ntropy analysis), noise attack, data loss attack, and differential 

ttack. Our method is compared to some state-of-the-art methods, 

he comparison results are also presented in this section. With- 

ut loss of generality, the simulation set a fixed random secret 

ey K= ’9F7ED402FBF47A4F91F44824E7288A684849B3E8C5F495 

8496A3A83131373A5A510F5FF5DEDC6CD838DB139FB31E11D982C 

14 8C7A53B838 0CB4 9AD6ADAC4D7’ (in hexadecimal format), and 

he parameters are set as follows: the decomposition times N = 12 

nd the round of scrambling and XOR procedure r = 1 . 

.1. Encryption and decryption 

Since with the decomposition number N, there is an error in- 

olved in AFD reconstruction (see Eqs. (24) and (25) ), the proposed 

ethod falls into the category of lossy encryption. Thus, we need 

eak signal-to-noise ratios (PSNR) metric to measure the recover 

ffect. The PSNR values between the 44 original and the corre- 

ponding restored images are illustrated in Fig. 4 . In Fig. 4 , we can

bserve that the obtained PSNR values remain consistently high, 

nd under such PSNR values, the restored images are visually in- 

istinguishable from their original counterparts. 

.2. Security analysis 

In this subsection, we analyze the security of the proposed 

ryptosystem from five aspects, i.e., key space, key sensitivity, his- 

ogram, correlation, and information entropy. 

http://sipi.usc.edu/database/database.php?volume=misc
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Fig. 3. Third part of the security key [ F 1 G 1 ] generated from different images by setting identical decomposition times and the same image by setting different decom position 

times. (a) The values of F 1 and G 1 generated from the Lena image using 4 decomposition times; (b) The values of F 1 and G 1 generated from the Elaine image using 4 

decomposition times; (c) The values of F 1 and G 1 generated from the Lena image using 5 decomposition times. 

Fig. 4. PSNR values between the restored images and the original images from the USC-SIPI Miscellaneous Image Database. 
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.2.1. Key space 

Generally, the secret key should have appropriate size to resist 

he brute-force attack. For the proposed cryptosystem, the used se- 

ret key is composed of pseudo-random stream sequence K, 1D 

ecomposition components [ F 1 G 1 ] and the average intensity value 

 00 . The stream sequence has the size of 512 bits, the size of the

D decomposition components is m when the original image has 

 size of m × m, and the width of each number is 8 bits, and

he average intensity value is a scalar. Therefore, the key space is 

f size 2 512 × 2 (2 m +1) ×8 . As suggested by Alvarez and Li [49] , the

ryptosystem can resist brute force attack when the key space is 

reater than 2 100 . Therefore, the key space of the proposed encryp- 

ion scheme is generally large enough to withstand against brute- 

orce attack such as ciphertext-only attack. 

.2.2. Key sensitivity analysis 

A robust image cryptosystem should be extremely sensitive to 

hanges in the security key. Even a one bit deviation from the le- 

al key, a completely different encrypted image can be generated 

rom the same plain image. Additionally, the original image cannot 
6 
e reconstructed by using any illegal key, even if the key is only 

odified by one bit.As mentioned above, the secret key consists 

f K, [ F 1 G 1 ] and c 00 . Without loss of generality, we choose the pa-

ameter K to test the key sensitivity of the proposed encryption 

cenario. We utilize the Lena image to show the experimental re- 

ults of encryption and decryption with K and K 

′ . K 

′ is modified 

ne bit from K as: 

 = 

′ 9 F 7 ED 402 F BF 47 A 4 F 91 . . . . . . A 53 B 8380 C B 49 AD 6 ADAC 4 D 7 

′ 
, 

 

′ = 

′ 9 F 7 ED 402 F BF 47 A 4 F 91 . . . . . . A 53 B 8380 C B 49 AD 6 ADAC 4 D 6 

′ 
. 

Fig. 5 illustrates encrypted and decrypted results with K and K 

′ . 
ig. 5 (a) and (b) show the encrypted images with security K and 

 

′ , respectively. The difference between the two encrypted images 

y K and K 

′ is displayed in Fig. 5 (c). Fig. 5 (d) and (e) demonstrate

he decrypted results of (a) using K and K 

′ . It can be obviously 
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Fig. 5. Key sensitivity analysis. (a) Encryption result with K, (b) Encryption result with K ′ , (c) Encryption difference between (a) and (b), (d) Decryption result of (a) with K, 

(e) Decryption result of (a) with K ′ . 

Fig. 6. Histogram analysis. Top row: histogram of original images in Fig. 2 . Bottom row: histogram of corresponding cipher images. 

Table 1 

The variances of the plain and cipher images of the 5 images in Fig. 2 obtained by our method. 

Images Image 1 Image 2 Image 3 Image 4 

Image 5 

Red Green Blue 

Plain 4 . 85 ×
10 4 

1 . 54 ×
10 6 

9 . 52 ×
10 6 

4 . 02 ×
10 5 

3 . 31 × 10 6 5 . 20 × 10 5 3 . 20 × 10 5 

Cipher 288.55 1190.37 921.86 939.71 915.80 1169.96 1038.44 
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Table 2 

The variance comparison results of color Lena image. 

Algorithms 

Variances of the cipher images 

Red component Green component Blue component 

Ref. [19] 1070 955.320 955.828 

Ref. [20] 904.758 1013 923.656 

Ours 819.117 1012 921.781 

t
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p

p

m

4

t
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t

t

t

r

s

fi

een that our encryption scheme is extremely sensitive to the se- 

ret key during both encryption and decryption processes. 

.2.3. Histogram analysis 

As a significant characteristic in statistical analysis, the image 

istogram describes the pixel distribution of an image by calculat- 

ng the number of pixels at each intensity level and is an easily im- 

lemented cryptanalysis method. An effective cryptosystem should 

roduce a cipher image with a uniform distribution of pixel val- 

es and should be significantly different from that of the original 

mage. Fig. 6 shows the histogram plots of the original images and 

he corresponding cipher images in Fig. 2 . As illustrated in Fig. 6 ,

e can observe that the histograms of all cipher images are fairly 

niform and significantly different from those of the original im- 

ges. Besides, the uniformity of the histogram is further verified 

y the variances [20,50] described as 

 ar ( X ) = 

1 

n 

2 

n ∑ 

i =1 

n ∑ 

j=1 

1 

2 

(
x i − x j 

)2 
, (31) 

here X = { x 0 , x 2 , · · · , x 255 } represents the vector of the histogram 

alues, and x i and x j are the numbers of pixels in which gray val- 

es are equal to i and j, respectively. The lower variance implies 

he higher uniformity of the image. Table 1 lists the variances of 

ve images used in Fig. 2 . Table 2 shows the variance compari- 

on results of this algorithm and other algorithms [19,20] on color 

ena image. As shown in Table 1 and Table 2 , one can observe that
7 
he histograms of all cipher images are fairly uniform and signif- 

cantly different from those of the original images. The variance 

f the plain image is very large, whereas that of the cipher im- 

ge is significantly reduced. Compared with other algorithms, our 

roposed method achieves satisfactory performance. Therefore, the 

roposed encryption algorithm does not provide any useful infor- 

ation for statistical attack. 

.2.4. Correlation analysis 

As a meaningful visual medium, an image has a high correla- 

ion between adjacent pixels in horizontal, vertical or diagonal di- 

ections. It is important for an image encryption algorithm to break 

he strong pixel correlation in the process of encryption. In order 

o visually display the correlation, we use the Lena image as the 

est image. Then randomly select 30 0 0 pairs of pixels in three di- 

ections from the original image and its cipher image as the test 

amples, and plot their distributions in Fig. 7 . As displayed in the 

rst row of Fig. 7 , the adjacent pixels in different directions have 
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Fig. 7. Correlation plots of two adjacent pixels. The first and second rows are corresponding to the original and cipher images, respectively. The second to fourth columns 

illustrate the correlation plots of two adjacent pixels in horizontal, vertical, and diagonal, respectively. 

Fig. 8. Correlation coefficients of adjacent pixels. 
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trong correlations to the original image, whereas the adjacent pix- 

ls of the encrypted image are distributed uniformly. 

The expression of the correlation coefficient [51] can be mathe- 

atically formulated as follows: 

xy = 

E ( x − E ( x ) ( y − E ( y ) ) ) √ 

D ( x ) 
√ 

D ( y ) 
, (32) 

 ( x ) = 

1 

M 

M ∑ 

i =1 

x i , (33) 

 ( x ) = 

1 

M 

M ∑ 

i =1 

( x i − E ( x ) ) , (34) 

here x and y are two given sample sequences, E(·) and D (·) 
resent the expectancy function and the variance function, respec- 

ively. A correlation coefficient close to 1 or −1 indicates that two 

ample sequences have a very strong correlation. Conversely, a 

alue close to 0 means that they have very low correlation. Fig. 8 
8 
hows the correlation coefficients of the 44 images from the USC- 

IPI Miscellaneous Image Database and corresponding cipher im- 

ges. In Fig. 8 , we observe that the proposed cryptosystem can re- 

uce the correlation of pixels and thus advance the security level 

n the encryption process. 

.2.5. Information entropy analysis 

Information entropy, first proposed by Shannon [52] , is an ef- 

cient criterion to measure the randomness of an information 

ource. The definition of information entropy H(s ) for a message 

ource s can be given as follows: 

 ( s ) = −
2 M−1 ∑ 

i =0 

p ( s i ) log 2 p ( s i ) , (35) 

here M is the number of bits representing the symbol s i , and 

p(s i ) denotes its probability. For a genuine random source includ- 

ng 2 M symbols, the entropy value should be M. Therefore, the en- 

ropy value should theoretically be equal to 8 for an effectively en- 

rypted image with 256 gray levels. We calculate the information 

ntropy values of all images from the USC-SIPI Miscellaneous and 
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Fig. 9. Information entropy values of the original images and the encrypted images from the USC-SIPI Miscellaneous Database. 

Fig. 10. Noise attacks of Lena image by different types of noise. Top row: restored images by adding Gaussian noise with variance 0.0 01, 0.0 05 and 0.01 on the cipher image, 

respectively; Bottom row: restored images by adding 1% , 2% and 5% salt-and-pepper noise on the cipher image, respectively. 
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heir corresponding encrypted images. The calculation results are 

hown in Fig. 9 . As seen in Fig. 9 , the information entropy val-

es of the cipher images are very close to the theoretical value 

, which confirms the encrypted images have good randomness. 

herefore, the proposed encryption algorithm is secure against en- 

ropy attack. 

.3. Noise attack 

It is unavoidable that an image may be degraded by noise or 

ata loss in the process of transmission. An ideal encryption sys- 

em should reduce the impact caused by changes in pixels on the 

ecrypted images. We take the Lena image to assess the ability 

f our proposed scheme in the aspect of withstanding noise and 

ata-loss attacks. Fig. 10 demonstrates the restored images under 

ifferent noise attacks. The top row displays the Lena image re- 

tored by adding Gaussian noise (GN) with variance 0.0 01, 0.0 05 

nd 0.01 on the cipher image, respectively, and the bottom row 
9 
hows the Lena image restored by adding 1% , 2% and 5% salt-and- 

epper noise (SPN) on the cipher image, respectively. Although 

ome visible noise-like points are distributed in the restored im- 

ges, we can still identify most of the original images. To quanti- 

atively show the performance of noise resistance in the proposed 

lgorithm, the PSNR value between the decrypted image and the 

riginal image is calculated and shown in Fig. 11 . We can observe 

n Fig. 11 that GN has the largest effect on the decryption pro- 

ess; the PSNR values vary from 39.47 dB to 12.74 dB. When the 

oise intensity increases from 0 . 0 0 01% to 5% , the quality of the de-

rypted images decreases, however, they all can be recognized vi- 

ually. Our encryption scheme has stronger resistance to SPN than 

N; the PSNR values change from 44.84 dB to 22.52 dB. 

.4. Data loss attack 

Fig. 12 illustrates the restored results of the Lena image under 

ata-loss attack. The first and third rows show the cipher images 
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Fig. 11. PSNR values between the restored images and the original images with 

different noise. 
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Fig. 12. Data-loss attacks on Lena image with different block sizes. First and third rows: 

patches to 0 and 255, respectively; Second and fourth rows: corresponding reconstructed 

10 
ith 1% , 2% and 5% data block losses, and the pixel values of the

ost patches are set to 0 and 255, respectively. The corresponding 

estored images are given in the second and last rows, respectively. 

espite noise-like points in the restored images, they still preserve 

ost of the visual information and are recognizable. In addition, 

e calculate the PSNR values between decrypted images and the 

riginal images, shown in Fig. 13 . From Fig. 13 , we can see that

he quality of the decrypted images decreases with increasing data 

osses, but they all are recognizable visually. Hence, the proposed 

ncryption algorithm has the ability of resisting cropping attack. 

.5. Differential attack 

The differential attack, as a chosen-plaintext attack, is a clas- 

ic type of attack. To obtain information on the coding key, an 

avesdropper usually makes a slight change to the original image 

nd then compares the corresponding cipher image. Thus, an 
cipher images with 1% , 2% and 5% data loss by setting the pixel values of the lost 

images. 
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Fig. 13. PSNR values between the restored images and the original image with dif- 

ferent data block losses. 
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ncryption algorithm with strong ability to withstand differential 

ttack should generate significant turbulence in the encrypted 

mage even for a minor modification to the original image. The 

iffusion property describes a cipher’s capacity to spread a change 

n a plaintext image over its ciphertext version. If a cipher has 

oor diffusion ability, it might be fragile to the chosen plaintext 

ttack. To assess the performance of our cipher against differential 

ttack, the Lena image is selected as the test image. One random 

it pixel value is modified, generating a new image. These two im- 

ges are then encrypted by the proposed scheme into two cipher 

mages, and the results are illustrated in Fig. 14 . Fig. 14 (e) shows

he absolute difference of two cipher images. We can clearly see 

hat the difference between two cipher images is huge. 

The NPCR and UACI are two common tools to evaluate differ- 

ntial attack performance of an encryption algorithm. The formu- 

ation of the two indexes are defined as follows: 

ACI = 

m ∑ 

i =1 

n ∑ 

j=1 

( | C 1 ( i, j ) − C 2 ( i, j ) | 
L × G 

)
× 100 , (36) 
ig. 14. Results of Lena image under differential attack. (a) Original image; (b) Original im

2 of (b); (e) | C1 − C2 | . The second row shows the histograms of the corresponding imag

11 
P CR = 

m ∑ 

i =1 

n ∑ 

j=1 

D (i, j) 

mn 

× 100 , (37) 

ith 

 (i, j) = 

{
0 , C 1 ( i, j ) = C 2 ( i, j ) 
1 , C 1 ( i, j ) � = C 2 ( i, j ) , 

(38) 

here C 1 and C 2 are the cipher images before and after modify- 

ng one bit pixel value of the original image, and m and n repre- 

ent the width and height of the image, respectively. L denotes the 

aximum intensity value of the image, and G is the total number 

f pixels in the image. 

UACI and NPCR are two effective indictors to measure the pixel 

hanges between two cipher images C 1 and C 2 . The former depicts 

he average value of changed pixels, while the latter describes the 

umber of changed pixels. Wu et al. in [37] provide critical NPCR 

nd UACI values for a given significance level α. An image encryp- 

ion scheme passes the diffusion property test if its UACI score falls 

ithin the critical UACI interval (U 

∗−
α , U 

∗+ 
α ) and its NPCR value is 

igher than the critical NPCR N 

∗
α . The critical NPCR score N 

∗
α and 

ACI score (U 

∗−
α , U 

∗+ 
α ) with given α can be calculated as follows: 

 

∗
α = 

L − �−1 ( α) 
√ 

L/G 

L + 1 

, (39) 

nd 

U 

∗−
α = μU − �−1 ( α/ 2 ) σU 

U 

∗−
α = μU + �−1 ( α/ 2 ) σU 

, (40) 

here 

U = 

L + 2 

3 L + 3 

, (41) 

nd 

U = 

( L + 2 ) 
(
L 2 + 2 L + 3 

)
18 (L + 1) 

2 
LG 

. (42) 

(·) is the inverse cumulative distribution function of the standard 

ormal distribution N(1 , 0) . 

To quantitatively test the proposed cipher against differential 

ttack, we follow other studies in the literature [53] and employ 

5 sample images with 6 images having a size of 256 × 256 , 16 
age with one bit randomly changed; (c) Cipher image C1 of (a); (d) Cipher image 

es in the first row. 
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Fig. 15. UACI and NPCR performance comparisons of several encryption algorithms. (a) UACI performance comparisons; (b) NPCR performance comparisons; (c) UACI perfor- 

mance of special range; (d) NPCR performance of special range. 
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mages having a size of 512 × 512 , and the other 3 images hav-

ng a size of 1024 × 1024 from the USC-SIPI Miscellaneous Im- 

ge Database. We set the significance level α = 0 . 05 as suggested 

n [37] . Then, for the images of size 256 × 265 , N 

∗
α = 99 . 5693%

nd [ U 

∗−
α , U 

∗+ 
α ] = [33 . 2824% , 33 . 6447%] ; for the images of size

12 × 512 , N 

∗
α = 99 . 5893% and [ U 

∗−
α , U 

∗+ 
α ] = [33 . 3730% , 33 . 5541%]

 and for the images of size 1024 × 1024 , N 

∗
α = 99 . 5994% and

 U 

∗−
α , U 

∗+ 
α ] = [33 . 4183% , 33 . 5088%] . The values of UACI and NPCR

cquired by several different encryption schemes [17,53–57] are il- 

ustrated in Fig. 15 (a) and Fig. 15 (b). To clearly demonstrate the 

ass rate of several competing encryption algorithms, we display 

he values of UACI and NPCR locally and their corresponding criti- 

al score in Fig. 15 (c) and Fig. 15 (d), respectively. As seen, our pro-

osed algorithm can pass the UACI and NPCR tests for all of im- 

ges, while other encryption schemes failed to pass the tests for 

ome images. Thus, these results confirm that the proposed algo- 

ithm has an excellent capacity to withstand the differential attack. 
12 
.6. Resistance to some typical attacks 

In the cryptanalysis, ciphetext-only attack, known-plaintext at- 

ack, chosen-plaintext attack and chosen-ciphertext attack are four 

ypical security analysis methods. Among them, chosen-plaintext 

ttack and chosen-chipertext attack are more powerful than other 

wo attacks [20] . That is, if the encryption could withstand chosen- 

laintext attack and chosen-chipertext attack, it has enough secu- 

ity level to resist other two attacks. For the chosen-plaintext and 

hosen-ciphertext attacks, adversary would choose some arbitrary 

laintext and obtain its decrypted results, and the latter suggests 

hat adversary could use any ciphertext to obtain the correspond- 

ng plaintext. In both attacks, the objective is to determine the 

ecret key or a mapping from the differentials of the ciphertexts 

o those of the plaintexts [28,58] . For the proposed encryption 

cheme, the security key and the mapping are generated compos- 

tely. The 2D-PUD method is utilized to decompose the plain image 
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Table 3 

Complexity analysis of different encryption schemes. 

Algorithms Scrambling Diffusion Sequence generation 

Ref. [14] . 2 mn + 2 mn log (mn ) 2 mn 56 mn 

Ref. [20] . mn 12 mn 4 mn 

Ref. [57] . m log (8 n ) + 8 n log (m ) + 16 mn 17(m + n ) 

Ours 8 mn 16 mn 2 mn log (mn ) + T (m + n ) + 2 mn 
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nd generate two 1D decomposition components which is com- 

letely distinct for different images. Then, two 1D decomposition 

omponents are randomized by a given pseudo number sequence 

o determine the key stream for diffusion process. Thus, the attack- 

rs may not get useful information for key restore or mapping re- 

ation between plaintext and ciphertext via analyzing the plain im- 

ges and corresponding cipher images. Consequently, the proposed 

lgorithm can withstand chosen-plaintext and chosen-cipertext at- 

acks. 

.7. Computation complexity analysis 

In practice, the efficiency is important for image encryption sys- 

em, which is usually determined by the encryption scheme and 

equence generation method. We analyze and compare the compu- 

ation complexity of different encryption schemes in [14,20,57] and 

urs. Assume a gray image with size of m × n . In the processes

f permutation and diffusion, the permutation operation is pixel 

evel, and the time complexity is 8 mn . For the diffusion process, 

he manipulation object is bit-wise, then the time complexity is 

6 mn . Moreover, for the decomposition of plain image, the 2D-PUD 

echnology is iterated for many times, and the time complexity 

f floating point operation is 2 mn log (mn ) + T (m + n ) + 2 mn [36] ,

here T denotes the number of discrete points in the unit disc 

 . The compared results are given in Table 3 . It can be seen that

he complexity of [20] is the lowest one in these schemes, and 

urs is only slightly higher than it. According to the above analysis, 

he 2D-PUD technique mainly takes most of the time. Actually, the 

D-PUD method is a novel designed decomposition method and 

he code is not yet optimized. In the future, the 2D-PUD algorithm 

ould be executed in parallel, and it may shorten the encryption 

ime and improve the encryption speed. 

. Conclusion 

In this work, we proposed a novel image encryption scheme 

ased on the 2D-PUD algorithm that can achieve a high secu- 

ity level. The proposed scheme associates the plaintext informa- 

ion with secret key based on the inherent decomposition attribute 

f the 2D-PUD method. Therefore, the proposed cryptosystem is 

n image-content-adaptive encryption scenario which can resist 

gainst chosen-plaintext attack and chosen-ciphertext attack. The 

xperiment results and performance analysis show that the pro- 

osed scheme has good randomness and a large key space to resist 

rute force attack, and is secure against noise, data-loss and differ- 

ntial attacks in compared to some state-of-the-art algorithms. The 

imitation of this study is that we employ the Arnold transform in 

he permutation process, so our proposed algorithm can only en- 

rypt square images. In the future work, some other permutation 

chemes can be used or improved such that the proposed algo- 

ithm can process rectangle images. In addition, it is worth more 

tudies in the future to design method for hiding the plaintext- 

elated information into chipertext. 
13 
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