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#### Abstract

In the Clifford algebra setting the present study develops three reproducing kernel Hilbert spaces of the Paley-Wiener type, namely the Paley-Wiener spaces, the Hardy spaces on strips, and the Bergman spaces on strips. In particular, we give spectrum characterizations and representation formulas of the functions in those spaces and estimation of their respective reproducing kernels.
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## 1. Introduction

In this paper we will study three reproducing Kernel Hilbert spaces (RKHS) in the framework of Clifford algebra. They are the Paley-Wiener space $\left(P W\left(\pi, C \ell_{0, m}(\mathbf{C})\right)\right)$, the Hardy space on a strip $S_{a}\left(H^{2}\left(S_{a}, C \ell_{0, m}(\mathbf{C})\right)\right)$, and the Bergman space on a strip $S_{a}\left(A^{2}\left(S_{a}, C \ell_{0, m}(\mathbf{C})\right)\right)$, where $S_{a}=\{x=$ $\left.x_{0}+\underline{x} \in \mathbf{R}^{m+1}: \underline{x} \in \mathbf{R}^{m},\left|x_{0}\right|<a\right\} \subset \mathbf{R}^{m+1}$ (see $\S 2$ for their detailed definitions). The three spaces are closely related to the well-known classical Paley-Wiener theorems referred to the Hardy $H^{2}$ space in the upper-half complex plane and entire functions with certain exponential increasing at the infinity on the whole complex plane [18]. The upper-half complex plane Hardy space version is stated as follows: $f \in L^{2}(\mathbf{R})$ is the nontangential boundary limit (NTBL) function of some function in the Hardy $H^{2}$ space of the upper-half plane (denoted by $H^{2}\left(\mathbf{C}_{+}\right)$) if and only if $\hat{f}=\chi_{[0, \infty)} \hat{f}$, where $\hat{f}$ is the Fourier transform of $f$, which is phrased as the non-compact type Paley-Wiener theorem in this paper. The entire function version is that $f \in L^{2}(\mathbf{R})$ is the restriction of an entire function $f(z)$ with the bounds

[^0]$C \exp (\pi|z|)$ if and only if $\hat{f}=\chi_{[-\pi, \pi]} \hat{f}$. This will be phrased as the compact type Paley-Wiener theorem in this paper.

There exist analogous results of the Paley-Wiener theorems in higher dimensions, that are formulated with, respectively, the several complex variables and the Clifford algebra settings.

In the several complex variables setting the Paley-Wiener theorem is for the Hardy spaces on tubes over regular cones, $H^{2}\left(T_{\Gamma}\right)$, where $\Gamma \subset \mathbf{R}^{m}$ is any regular cone and $T_{\Gamma}=\left\{x+i y \in \mathbf{C}^{m} ; x \in \mathbf{R}^{m}, y \in \Gamma\right\}$ (see [24]), as a generalization of the non-compact case. The Paley-Wiener Theorem states that $f \in H^{2}\left(T_{\Gamma}\right)$ if and only if $\hat{f}=\chi_{\Gamma^{*}} \hat{f}$, where $\Gamma^{*}$ is the dual cone of $\Gamma$. We cite also analogous results for Bergman spaces on tubes over regular cones (see e.g. $[1,2,8]$ ). As an analogue of the compact case, the Paley-Wiener theorem is generalized to entire functions of several complex variables with the exponential type bounds (see e.g. [24]). This type of holomorphic functions corresponding to those whose Fourier transforms $\mathbf{R}^{m}$ are supported in compact convex sets.

In the Clifford algebra setting a compact type Paley-Wiener theorem is obtained in [12]. Recently, the authors in $[15,16]$ established several compact type Paley-Wiener theorems for the Clifford-Fourier transform and the radially deformed Fourier transform in Clifford analysis (see [15, 16] and the references therein for more information). A standard non-compact version is as follows. Denote by $H^{2}\left(\mathbf{R}_{+}^{m+1}, C \ell_{0, m}(\mathbf{C})\right)$ the $C \ell_{0, m}(\mathbf{C})$-valued Hardy space on the upper-half space, $\mathbf{R}_{+}^{m+1}=\left\{x=x_{0}+\underline{x} \in \mathbf{R}_{+}^{m+1}: x_{0}>0, \underline{x} \in \mathbf{R}^{m}\right\}$ . Then $f \in H^{2}\left(\mathbf{R}_{+}^{m+1}, C \ell_{0, m}(\mathbf{C})\right)$ if and only if the nontangential boundary limit $f$ satisfies $\hat{f}=\chi_{+} \hat{f}$, where $\chi_{+}(\underline{\xi})=\frac{1}{2}\left(1+i \frac{\xi}{\mid \underline{\xi}}\right)$. Moreover, the last relation holds if and only if $f=\frac{1}{2}(I+H) f$, where $H=-\sum_{j=1}^{m} R_{j} \mathbf{e}_{j}$ and $R_{j}$ 's are the Riesz transformations. This result is an alternative version of the result on the conjugate harmonic systems [23,24]. So far the Paley-Wiener type theorems have been extensively studied that include generalizations in the distribution sense to the $L^{p}$ cases, $1 \leq p \leq \infty$, as well as analogues in the Bergman and Dirichlet spaces (see e.g. [3, 5-7, 9, 10, 14, 20-22]).

The aim of the present paper is two-fold. One is to obtain the Fourier transform characterizations of the mentioned Clifford monogenic spaces; and the other is to show that they are reproducing kernel Hilbert spaces (RKHSs). Their reproducing kernels are computed and estimated.

Denote by $P(w, \bar{x}), S(w, \bar{x})$ and $B(w, \bar{x})$ the reproducing kernels of, respectively,
$P W\left(\pi, C \ell_{0, m}(\mathbf{C})\right), H^{2}\left(S_{a}, C \ell_{0, m}(\mathbf{C})\right)$ and $A^{2}\left(S_{a}, C \ell_{0, m}(\mathbf{C})\right)$.
We will show

$$
\begin{gathered}
P(w, \bar{x})=\frac{1}{(2 \pi)^{m}} \int_{\mathbf{R}^{m}} e(w+\bar{x}, \underline{\xi}) \chi_{B(0 ; \pi)}(\underline{\xi}) d \underline{\xi}, \\
S(w, \bar{x})=\frac{1}{(2 \pi)^{m}} \int_{\mathbf{R}^{m}} e(w+\bar{x}, \underline{\xi}) e^{-2 a|\underline{\xi}|} d \underline{\xi}
\end{gathered}
$$

and

$$
B(w, \bar{x})=\frac{1}{(2 \pi)^{m}} \int_{\mathbf{R}^{m}} e(w+\bar{x}, \underline{\xi}) \frac{2|\underline{\xi}|}{e^{2 a|\underline{\xi}|}-e^{-2 a|\underline{\xi}|}} d \underline{\xi},
$$

where $e(x, \underline{\xi})$ is the monogenic exponential function (see $\S 2$ for details). In the essence of the Paley-Wiener theorem of $H^{2}\left(S_{a}, C \ell_{0, m}(\mathbf{C})\right)$ we give

$$
H^{2}\left(S_{a}, C \ell_{0, m}(\mathbf{C})\right)=H^{2}\left(\mathbf{R}_{+,-a}^{m+1}, C \ell_{0, m}(\mathbf{C})\right) \oplus H^{2}\left(\mathbf{R}_{-, a}^{m+1}, C \ell_{0, m}(\mathbf{C})\right)
$$

where $H^{2}\left(\mathbf{R}_{ \pm, \mp a}^{m+1}, C \ell_{0, m}(\mathbf{C})\right)$ are, respectively, the Hardy spaces on $\mathbf{R}_{ \pm, \mp a}^{m+1}=$ $\left\{x=x_{0}+\underline{x} \in \mathbf{R}^{m+1}: \pm x_{0}>-a, \underline{x} \in \mathbf{R}^{m}\right\}$. Some estimates of $P(w, \bar{x})$, $S(w, \bar{x})$ and $B(w, \bar{x})$ are deduced.

The writing of the paper is organized as follows. In Sect. 2 notations and terminologies that will be used, as well as an account of the known and relevant results are provided. In Sect. 3 the spectrum characterizations, representation formulas through the reproducing kernels, are deduced.

## 2. Preliminaries

Denote by $C \ell_{0, m}(\mathbf{R})\left(C \ell_{0, m}(\mathbf{C})\right)$ the algebra over the real (complex) number field generated by the basis $\mathbf{e}_{1}, \ldots, \mathbf{e}_{m}$ of $\mathbf{R}^{m}=\left\{\underline{x}=x_{1} \mathbf{e}_{1}+\cdots+x_{m} \mathbf{e}_{m}\right.$ : $\left.x_{j} \in \mathbf{R}, 1 \leq j \leq m\right\}$, where the $\mathbf{e}_{j}$ 's satisfy the relations

$$
\mathbf{e}_{j} \mathbf{e}_{k}+\mathbf{e}_{k} \mathbf{e}_{j}=-2 \delta_{j k}, \quad j, k=1, \ldots, m
$$

where $\delta_{j k}$ is the Kronecker delta function. We note that $C \ell_{0, m}(\mathbf{R})\left(C \ell_{0, m}(\mathbf{C})\right)$ is a particular Clifford algebra with the unit element $\mathbf{e}_{0}=1$.

The elements of $C \ell_{0, m}(\mathbf{R})\left(C \ell_{0, m}(\mathbf{C})\right)$ are of the form $x=\sum_{T} x_{T} \mathbf{e}_{T}$, where $T=\left\{1 \leq j_{1}<j_{2}<\cdots<j_{l} \leq m\right\}$ runs over all ordered subsets of $\{1, \ldots, m\}, x_{T} \in \mathbf{R}(\mathbf{C})$ with $x_{\emptyset}=x_{0}$, and $\mathbf{e}_{T}=\mathbf{e}_{j_{1}} \mathbf{e}_{j_{2}} \cdots \mathbf{e}_{j_{l}}$ with the unit element $\mathbf{e}_{\emptyset}=\mathbf{e}_{0}=1$. $\operatorname{Sc}\{x\}:=x_{0}$ and $\operatorname{NSc}\{x\}:=x-\operatorname{Sc}\{x\}$ are respectively called the scalar part and the non-scalar part of $x$. In this paper, we denote the conjugate of $x \in C \ell_{0, m}(\mathbf{R})\left(C \ell_{0, m}(\mathbf{C})\right)$ by $\bar{x}=\sum_{T} \bar{x}_{T} \overline{\mathbf{e}}_{T}$, where $\overline{\mathbf{e}}_{T}=\overline{\mathbf{e}}_{j_{l}} \cdots \overline{\mathbf{e}}_{j_{2}} \overline{\mathbf{}}_{j_{1}}$ with $\overline{\mathbf{e}}_{0}=\mathbf{e}_{0}$ and $\overline{\mathbf{e}}_{j}=-\mathbf{e}_{j}$ for $j \neq 0$. The norm of $\left.x \in C \ell_{0, m}(\mathbf{R})\left(C \ell_{0, m}(\mathbf{C})\right)\right)$ is defined as $|x|:=(\operatorname{Sc}\{\bar{x} x\})^{\frac{1}{2}}=\left(\sum_{T}\left|x_{T}\right|^{2}\right)^{\frac{1}{2}}$. $x=x_{0}+\underline{x} \in \mathbf{R}^{m+1}=\left\{x=x_{0}+\underline{x}: x_{0} \in \mathbf{R}, \underline{x} \in \mathbf{R}^{m}\right\}$ is called a para-vector, and the conjugate of a para-vector $x$ is $\bar{x}=x_{0}-\underline{x}$. If $x$ is a para-vector then $x^{-1}=\frac{\bar{x}}{|x|^{2}}$. For more information about Clifford algebra, we refer to [4].

Let $\Omega$ be an open subset of $\mathbf{R}^{m+1}$. A $C \ell_{0, m}(\mathbf{C})$-valued function $F$ on $\Omega$ is left-monogenic (resp. right-monogenic) if

$$
D F=\sum_{k=0}^{m} \mathbf{e}_{k} \partial_{k} F=0\left(\text { resp. } F D=\sum_{k=0}^{m} \partial_{k} F \mathbf{e}_{k}=0\right), \quad \text { in } \Omega,
$$

where $\partial_{k}=\frac{\partial}{\partial x_{k}}, 0 \leq k \leq m$, and $D$ is the Dirac operator. Note that $\bar{D}(D F)=$ $\Delta F=0$ if $F$ is left-monogenic, which means that each component of a leftmonogenic function $F$ is harmonic. A function that is both left- and rightmonogenic is called a monogenic function. Para-vector-valued left-monogenic
functions are simultaneously right-monogenic functions, and vice-versa, and thus they are monogenic.

The Fourier transform of a function in $L^{1}\left(\mathbf{R}^{m}\right)$ is defined as

$$
\hat{f}(\underline{\xi})=\mathcal{F}(f)(\underline{\xi})=\int_{\mathbf{R}^{m}} e^{-i\langle\underline{x}, \underline{\xi}\rangle} f(\underline{x}) d \underline{x}
$$

where $\underline{\xi}=\xi_{1} \mathbf{e}_{1}+\cdots+\xi_{n} \mathbf{e}_{n} \in \mathbf{R}^{m}$, and the inverse Fourier transform is formally defined as

$$
g^{\vee}(\underline{x})=\mathcal{F}^{-1}(g)(\underline{x})=\frac{1}{(2 \pi)^{m}} \int_{\mathbf{R}^{m}} e^{i\langle\underline{x}, \underline{\xi}\rangle} g(\underline{\xi}) d \underline{\xi} .
$$

The Fourier transformation is linear and thus it, together with some of its properties, can be extended to $C \ell_{0, m}(\mathbf{C})$-valued functions. In particular, the Plancherel theorem holds for $C \ell_{0, m}(\mathbf{C})$-valued functions: For $C \ell_{0, m}(\mathbf{C})$ valued functions $f, g \in L^{2}\left(\mathbf{R}^{m}, C \ell_{0, m}(\mathbf{C})\right)$ there holds

$$
\begin{equation*}
\int_{\mathbf{R}^{m}} \bar{f}(\underline{x}) g(\underline{x}) d \underline{x}=\int_{\mathbf{R}^{m}} \overline{\hat{f}}(\underline{\xi}) \hat{g}(\underline{\xi}) d \underline{\xi} . \tag{2.1}
\end{equation*}
$$

Define, for $x=x_{0}+\underline{x}$,

$$
e(x, \underline{\xi})=e^{+}(x, \underline{\xi})+e^{-}(x, \underline{\xi})
$$

with

$$
e^{ \pm}(x, \underline{\xi})=e^{i\langle\underline{x}, \underline{\xi}\rangle} e^{\mp x_{0}|\underline{\xi}|} \chi_{ \pm}(\underline{\xi}),
$$

where $\chi_{ \pm}(\underline{\xi})=\frac{1}{2}\left(1 \pm i \frac{\xi}{|\underline{\xi}|}\right)$ (see e.g. [13]). $\chi_{ \pm}(\underline{\xi})$ enjoy the projection properties:

$$
\begin{equation*}
\chi_{-}(\underline{\xi}) \chi_{+}(\underline{\xi})=\chi_{+}(\underline{\xi}) \chi_{-}(\underline{\xi})=0, \quad \chi_{ \pm}^{2}(\underline{\xi})=\chi_{ \pm}(\underline{\xi}), \quad \chi_{+}(\underline{\xi})+\chi_{-}(\underline{\xi})=1 . \tag{2.2}
\end{equation*}
$$

In the following we first state two existing Paley-Wiener theorems in the Clifford algebra setting. In [12] the following Paley-Wiener theorem is proved.

Proposition 2.1. [12] Let $f \in L^{2}\left(\mathbf{R}^{m}, C \ell_{0, m}(\mathbf{C})\right)$, and $R$ a positive number. Then the following two conditions are equivalent:
(i) $f$ may be left-monogenically extended to the whole $\mathbf{R}^{m+1}$, and there exists a constant $C$ such that $|f(x)| \leq C e^{R|x|}$ for all $x=x_{0}+\underline{x} \in \mathbf{R}^{m+1}$;
(ii) $\operatorname{supp} \mathcal{F}(f) \subset B(0, R)$, where $B(0, R)$ is the ball centered at the origin with radius $R$. Moreover, if these conditions hold, then

$$
f(x)=\frac{1}{(2 \pi)^{m}} \int_{B(0, R)} e(x, \underline{\xi}) \mathcal{F}(f)(\underline{\xi}) d \underline{\xi}, \quad x \in \mathbf{R}^{m+1}
$$

By Proposition 2.1, we can define the Paley-Wiener space $P W\left(\frac{\pi}{h}, C \ell_{0, m}(\mathbf{C})\right)$ with $h>0$ as follows. We say $f \in P W\left(\frac{\pi}{h}, C \ell_{0, m}(\mathbf{C})\right)$ if $f$ satisfies one of the conditions (i) and (ii) with $R=\frac{\pi}{h}$ in Proposition 2.1.
$P W\left(\frac{\pi}{h}, C \ell_{0, m}(\mathbf{C})\right)$ is equipped with the inner product

$$
\langle f, g\rangle_{P W}=\int_{\mathbf{R}^{m}} \bar{g}(\underline{x}) f(\underline{x}) d \underline{x}, \quad f, g \in P W\left(\frac{\pi}{h}, C \ell_{0, m}(\mathbf{C})\right)
$$

and

$$
\|f\|_{P W}^{2}=\operatorname{Sc}\left(\langle f, f\rangle_{P W}\right)
$$

Without loss of generality, we let $h=1$. Furthermore, the sinc function, which is closely related to the reproducing kernel of $P W\left(\pi, C \ell_{0, m}(\mathbf{C})\right)$, is defined in [11], as

$$
\begin{equation*}
\operatorname{sinc}_{C}(x)=\frac{1}{(2 \pi)^{m}} \int_{\mathbf{R}^{m}} e(x, \underline{\xi}) \chi_{[-\pi, \pi]^{m}}(\underline{\xi}) d \underline{\xi}, \quad x \in \mathbf{R}^{m+1} \tag{2.3}
\end{equation*}
$$

with the estimation given in the following Lemma.
Lemma 2.2. [12] There holds

$$
\left|\operatorname{sinc}_{C}(x)\right| \leq \frac{P\left(\left|x_{0}\right|\right) e^{\sqrt{m} \pi\left|x_{0}\right|}}{\prod_{j=1}^{m}\left(1+\left|x_{j}\right|\right)}, \quad x \in \mathbf{R}^{m+1}
$$

where $P\left(\left|x_{0}\right|\right)$ is a polynomial of $\left|x_{0}\right|$.
The other Paley-Wiener theorem concerns the Hardy space. Denote the Hardy space on $S_{a}$ by $H^{2}\left(\mathbf{R}_{+}^{m+1}, C \ell_{0, m}(\mathbf{C})\right)$, where

$$
\begin{aligned}
& H^{2}\left(\mathbf{R}_{+}^{m+1}, C \ell_{0, m}(\mathbf{C})\right) \\
& =\left\{f: D f=0 \text { in } \mathbf{R}_{+}^{m+1},\|f\|_{H^{2}\left(\mathbf{R}_{+}^{m+1}\right)}=\sup _{x_{0}>0} \int_{\mathbf{R}^{\mathrm{m}}}\left|f\left(x_{0}+\underline{x}\right)\right|^{2} d \underline{x}<\infty\right\}
\end{aligned}
$$

and $\mathbf{R}_{+}^{m+1}=\left\{x=x_{0}+\underline{x} \in \mathbf{R}^{m+1}: x_{0}>0\right\}$. The statement is as follows.
Proposition 2.3. (see e.g. [9,17]) $f \in H^{2}\left(\mathbf{R}_{+}^{m+1}, C \ell_{0, m}(\mathbf{C})\right.$ ) if and only if there exists a measurable function $g$ in $\mathbf{R}^{m}$ such that

$$
g(\underline{\xi}) \in L^{2}\left(\mathbf{R}^{m}, C \ell_{0, m}(\mathbf{C})\right)
$$

and

$$
f(x)=\frac{1}{(2 \pi)^{m}} \int_{\mathbf{R}^{m}} e^{+}(x, \underline{\xi}) g(\underline{\xi}) d \underline{\xi}, \quad x \in \mathbf{R}_{+}^{m+1}
$$

showing that $g(\underline{\xi})=\mathcal{F}(f)(\underline{\xi})$.
Furthermore, the $L^{p}$ version of Proposition $2.3,1 \leq p \leq \infty$, is stated as follows. Let $\Psi\left(\mathbf{R}^{m}, C \ell_{0, m}(\mathbf{C})\right)$ be the Clifford algebra-valued Schwartz space, whose elements are given by

$$
\psi(\underline{\xi})=\sum_{T} \psi_{T}(\underline{\xi}) \mathbf{e}_{T}
$$

where $\psi_{T}$ are in the Schwartz space $S\left(\mathbf{R}^{m}\right)$. Denote by $\Psi^{ \pm}\left(\mathbf{R}^{m}, C \ell_{0, m}(\mathbf{C})\right)$ the subclasses of $\Psi\left(\mathbf{R}^{m}, C \ell_{0, m}(\mathbf{C})\right)$ consisting of the Clifford algebra-valued Schwartz functions of, respectively, the forms

$$
\psi(\underline{\xi})=\psi(\underline{\xi}) \chi_{ \pm}(\underline{\xi}),
$$

where $\psi(\underline{\xi})$ takes the zero value in some neighborhood of the origin.

Proposition 2.4. (see [5]) For $f \in H^{p}\left(\mathbf{R}_{+}^{m+1}, C \ell_{0, m}(\mathbf{C})\right), 1 \leq p \leq \infty$, there holds

$$
(\hat{f}, \psi)=(f, \hat{\psi})=\int_{\mathbf{R}^{m}} \hat{\psi}(\underline{x}) f(\underline{x}) d \underline{x}=0
$$

where $\psi \in \Psi^{-}\left(\mathbf{R}^{m}, C \ell_{0, m}(\mathbf{C})\right)$.
Conversely, if $f \in L^{p}\left(\mathbf{R}^{m}, C \ell_{0, m}(\mathbf{C})\right), 1 \leq p \leq \infty$, satisfies $(\hat{f}, \psi)=0$ for all $\psi \in \Psi\left(\mathbf{R}^{m}, C \ell_{0, m}(\mathbf{C})\right)$, then $f(\underline{x})$ is the NTBL function of some $f \in$ $H^{p}\left(\mathbf{R}_{+}^{m+1}, C \ell_{0, m}(\mathbf{C})\right)$.

In this paper we will mainly concern the monogenic Hardy and Bergman spaces on strips. Denote by $H^{p}\left(S_{a}, C \ell_{0, m}(\mathbf{C})\right), 1 \leq p<\infty, a>0$, the monogenic Hardy space on the strip $S_{a}=\left\{x \in \mathbf{R}^{m+1}:\left|x_{0}\right|<a, \underline{x} \in \mathbf{R}^{m}\right\}$, where

$$
\begin{aligned}
& H^{p}\left(S_{a}, C \ell_{0, m}(\mathbf{C})\right) \\
& =\left\{f: D f=0 \text { in } S_{a},\|f\|_{H^{p}\left(S_{a}\right)}^{p}=\sup _{\left|x_{0}\right|<a} \int_{\mathbf{R}^{m}}\left|f\left(x_{0}+\underline{x}\right)\right|^{p} d \underline{x}<\infty\right\}
\end{aligned}
$$

Similarly, we denote by $H^{p}\left(\mathbf{R}_{+,-a}^{m+1}, C \ell_{0, m}(\mathbf{C})\right)$ the Hardy space consisting of the left-monogenic functions in $\mathbf{R}_{+,-a}^{m+1}=\left\{x \in \mathbf{R}^{m+1}: x_{0}>-a, \underline{x} \in \mathbf{R}^{m}\right\}$ satisfying

$$
\|f\|_{H^{p}\left(\mathbf{R}_{+,-a}^{m+1}\right)}^{p}=\sup _{x_{0}>-a} \int_{\mathbf{R}^{m}}\left|f\left(x_{0}+\underline{x}\right)\right|^{p} d \underline{x}<\infty
$$

and by $H^{p}\left(\mathbf{R}_{-, a}^{m+1}, C \ell_{0, m}(\mathbf{C})\right)$ the Hardy space consisting of left-monogenic functions in $\mathbf{R}_{-, a}^{m+1}=\left\{x \in \mathbf{R}^{m+1}: x_{0}<a, \underline{x} \in \mathbf{R}^{m}\right\}$ satisfying

$$
\|f\|_{H^{p}\left(\mathbf{R}_{-, a}^{m+1}\right)}^{p}=\sup _{x_{0}<a} \int_{\mathbf{R}^{m}}\left|f\left(x_{0}+\underline{x}\right)\right|^{p} d \underline{x}<\infty
$$

Let $\sigma_{m}=\frac{\pi \frac{m+1}{2}}{\Gamma\left(\frac{m+1}{2}\right)}$. For $f \in H^{p}\left(\mathbf{R}_{+}^{m+1}, C \ell_{0, m}(\mathbf{C})\right)$, one has the Cauchy integral formula, i.e.,

Proposition 2.5. (see e.g. [9,17]) For $f \in H^{p}\left(\mathbf{R}_{+}^{m+1}, C \ell_{0, m}(\mathbf{C})\right), 1 \leq p<\infty$, we have

$$
f(x)=\int_{\mathbf{R}^{m}} E(x-\underline{y}) f(\underline{y}) d \underline{y}
$$

where $E(x)=\frac{1}{2 \sigma_{m}} \frac{\bar{x}}{|x|^{m+1}}$ is the Cauchy kernel, and $f(\underline{y})$ is the NTBL function of $f$.

Denote by $A^{p}\left(S_{a}, C \ell_{0, m}(\mathbf{C})\right), 1 \leq p<\infty$, the Bergman spaces on $S_{a}$, where

$$
\begin{align*}
& A^{p}\left(S_{a}, C \ell_{0, m}(\mathbf{C})\right) \\
& =\left\{f: D f=0 \text { in } S_{a}:\|f\|_{A^{p}\left(S_{a}\right)}^{p}=\int_{-a}^{a} \int_{\mathbf{R}^{m}}\left|f\left(x_{0}+\underline{x}\right)\right|^{p} d \underline{x} d x_{0}<\infty\right\} \tag{2.4}
\end{align*}
$$

Similarly, we denote by $A^{p}\left(\mathbf{R}_{+,-a}^{m+1}, C \ell_{0, m}(\mathbf{C})\right)$ the Bergman spaces consisting of the left-monogenic functions in $\mathbf{R}_{+,-a}^{m+1}$ satisfying

$$
\|f\|_{A^{p}\left(\mathbf{R}_{+,-a}^{m}\right)}^{p}=\int_{-a}^{\infty} \int_{\mathbf{R}^{m}}\left|f\left(x_{0}+\underline{x}\right)\right|^{p} d \underline{x} d x_{0}<\infty
$$

and by $A^{p}\left(\mathbf{R}_{-, a}^{m+1}, C \ell_{0, m}(\mathbf{C})\right)$ the Bergman spaces consisting of left-monogenic functions in $\mathbf{R}_{-, a}^{m+1}$ satisfying

$$
\|f\|_{A^{p}\left(\mathbf{R}_{-, a}^{m+1}\right)}^{p}=\int_{-\infty}^{a} \int_{\mathbf{R}^{m}}\left|f\left(x_{0}+\underline{x}\right)\right|^{p} d \underline{x} d x_{0}<\infty
$$

## 3. Monogenic RKHSs and Estimations of their Reproducing Kernels

## 3.1. $P W\left(\pi, C \ell_{0, m}(\mathrm{C})\right)$ as a RKHS

It is noted that $P W\left(\frac{\pi}{h}, C \ell_{0, m}(\mathbf{C})\right)$ is a RKHS admitting the reproducing kernel given by

$$
P(w, \bar{x})=\frac{1}{(2 \pi)^{m}} \int_{\mathbf{R}^{m}} e(w+\bar{x}, \underline{\xi}) \chi_{B\left(0, \frac{\pi}{h}\right)}(\underline{\xi}) d \underline{\xi}
$$

In fact, by the Plancherel theorem, Proposition 2.1 implies that, for $f \in$ $P W\left(\pi, C \ell_{0, m}(\mathbf{C})\right)$,

$$
\begin{align*}
\langle f, P(\cdot, \bar{x})\rangle_{P W} & =\int_{\mathbf{R}^{m}} P(\underline{y}, x) f(\underline{y}) d \underline{y} \\
& =\frac{1}{(2 \pi)^{m}} \int_{\mathbf{R}^{m}} e(x, \underline{\xi}) \chi_{B(0, \pi)} \mathcal{F}(f)(\underline{\xi}) d \underline{\xi}  \tag{3.1}\\
& =f(x),
\end{align*}
$$

which shows that $P(w, \bar{x})$ is the reproducing kernel for $P W\left(\pi, C \ell_{0, m}(\mathbf{C})\right)$.
Next we induce another sinc function in $P W\left(\pi, C \ell_{0, m}(\mathbf{C})\right)$ by

$$
\begin{equation*}
\operatorname{sinc}_{B}(x)=P(x, 0)=\frac{1}{(2 \pi)^{m}} \int_{\mathbf{R}^{m}} e(x, \underline{\xi}) \chi_{B(0, \pi)}(\underline{\xi}) d \underline{\xi}, \quad x \in \mathbf{R}^{m+1} \tag{3.2}
\end{equation*}
$$

The following estimation of $\operatorname{sinc}_{B}$ is analogous to that of $\operatorname{sinc}_{C}$ given in Lemma 2.2. Moreover, the sinc function $\operatorname{sinc}_{B}$ has more significance due to its relation with the reproducing kernel of $P W\left(\pi, C \ell_{0, m}(\mathbf{C})\right)$ through (3.1) and (3.2).

## Lemma 3.1.

$$
\left|\operatorname{sinc}_{B}(x)\right| \leq M \frac{\left(1+\left|x_{0}\right|\right) e^{\left|x_{0}\right| \pi}}{|\underline{x}|^{\frac{m+1}{2}}}, \quad x \in \mathbf{R}^{m+1},|\underline{x}| \geq 1
$$

where $M$ is a constant.

Proof. Observing that

$$
\begin{aligned}
\operatorname{sinc}_{B}(x) & =\frac{1}{(2 \pi)^{m}} \int_{\mathbf{R}^{m}} e(x, \underline{\xi}) \chi_{B(0, \pi)}(\underline{\xi}) d \underline{\xi} \\
& =\frac{1}{(2 \pi)^{m}} \int_{\mathbf{R}^{m}} e^{+}(x, \underline{\xi}) \chi_{B(0, \pi)}(\underline{\xi}) d \underline{\xi}+\frac{1}{(2 \pi)^{m}} \int_{\mathbf{R}^{m}} e^{-}(x, \underline{\xi}) \chi_{B(0, \pi)}(\underline{\xi}) d \underline{\xi} \\
& =\operatorname{sinc}_{B}^{+}(x)+\operatorname{sinc}_{B}^{-}(x) .
\end{aligned}
$$

We are thus reduced to estimate $\operatorname{sinc}_{B}^{+}(x)$ and $\operatorname{sinc}_{B}^{-}(x)$ separately.
Let $d \sigma\left(\underline{\xi}^{\prime}\right)$ be the area element of the $(m-1)$-sphere $S^{m-1}$. For $x=$ $x_{0}+\underline{x} \in \mathbf{R}^{m+1}$, we have

$$
\begin{align*}
\operatorname{sinc}_{B}^{ \pm}(x)= & \frac{1}{(2 \pi)^{m}} \int_{B(0, \pi)} e^{i\langle\underline{x}, \underline{\xi}\rangle} e^{\mp x_{0}|\underline{\xi}|} \chi_{ \pm}(\underline{\xi}) d \underline{\xi} \\
= & \frac{1}{2(2 \pi)^{m}} \int_{0}^{\pi} \int_{S^{m-1}} e^{i r\left\lfloor x, \underline{\xi}^{\prime}\right\rangle} e^{\mp x_{0} r}\left(1 \pm i \underline{\xi}^{\prime}\right) r^{m-1} d \sigma\left(\underline{\xi}^{\prime}\right) d r \\
= & \frac{1}{2(2 \pi)^{m}}\left(\int_{0}^{\pi} \int_{S^{m-1}} e^{i r\left\langle\underline{x}, \underline{\xi}^{\prime}\right\rangle} e^{\mp x_{0} r} r^{m-1} d \sigma\left(\underline{\xi}^{\prime}\right) d r \pm\right.  \tag{3.3}\\
& \left.\times \int_{0}^{\pi} \int_{S^{m-1}} e^{i r\left\lfloor\underline{x}, \underline{\xi}^{\prime}\right\rangle} e^{\mp x_{0} r}\left(i \underline{\xi}^{\prime}\right) r^{m-1} d \sigma\left(\underline{\xi}^{\prime}\right) d r\right) \\
= & \frac{1}{2(2 \pi)^{m}}\left(I_{1} \pm I_{2}\right)
\end{align*}
$$

First consider $I_{1}$. We have

$$
\begin{align*}
I_{1} & =\int_{0}^{\pi} e^{\mp x_{0} r} r^{m-1} \int_{S^{m-1}} e^{\left.i r \underline{x}, \underline{\xi}^{\prime}\right\rangle} d \sigma\left(\underline{\xi}^{\prime}\right) d r \\
& =\int_{0}^{\pi} e^{\mp x_{0} r} r^{m-1} \int_{S^{m-1}} e^{i r\left\langle U \underline{x}, U \underline{\xi}^{\prime}\right\rangle} d \sigma\left(\underline{\xi}^{\prime}\right) d r \\
& =\int_{0}^{\pi} e^{\mp x_{0} r} r^{m-1} \int_{0}^{\pi} e^{i r|\underline{x}| \cos \theta}(\sin \theta)^{m-2} d \theta d r  \tag{3.4}\\
& =\int_{0}^{\pi} e^{\mp x_{0} r} r^{m-1} \int_{-1}^{1} e^{i r|\underline{x}| \eta}\left(1-\eta^{2}\right)^{\frac{m-3}{2}} d \eta d r
\end{align*}
$$

where $U \in \mathbf{O}(m)=\left\{A \in \mathbf{G L}(m) ;\langle A \underline{x}, A \underline{\xi}\rangle=\langle\underline{x}, \underline{\xi}\rangle, \underline{x}, \underline{\xi} \in \mathbf{R}^{m}\right\}$ is a rotation fixing the origin and making $U \underline{x}=|\underline{x}| e_{1}$. In the change of variable we used $d \sigma\left(\underline{\xi}^{\prime}\right)=d \sigma\left(U \underline{\xi}^{\prime}\right)$. We recall that

$$
\int_{-1}^{1} e^{i r|\underline{x}| \eta}\left(1-\eta^{2}\right)^{\frac{m-3}{2}} d \eta=\omega_{\frac{m-2}{2}}(r|\underline{x}|)^{-\frac{m-2}{2}} J_{\frac{m-2}{2}}(r|\underline{x}|),
$$

where $\omega_{\frac{m-2}{2}}=\Gamma\left(\frac{m-1}{2}\right) \Gamma\left(\frac{1}{2}\right)$, and $J_{k}(t)$ is the Bessel function given by

$$
J_{k}(t)=\frac{\left(\frac{t}{2}\right)^{k}}{\omega_{k}} \int_{-1}^{1} e^{i t s}\left(1-s^{2}\right)^{\frac{2 k-1}{2}} d s, \quad k>-\frac{1}{2}
$$

We also need the following properties of $J_{k}(t)$ (see [24]):

$$
\begin{equation*}
\frac{d}{d t}\left(t^{k} J_{k}(\alpha t)\right)=\alpha t^{k} J_{k-1}(\alpha t) \tag{3.5}
\end{equation*}
$$

and

$$
\begin{equation*}
J_{k}(t)=O\left(t^{-\frac{1}{2}}\right) \quad \text { as } \quad t \rightarrow \infty \tag{3.6}
\end{equation*}
$$

Since

$$
\begin{aligned}
I_{1} & =\omega_{\frac{m-2}{2}} \int_{0}^{\pi} e^{\mp x_{0} r} r^{m-1}(r|\underline{x}|)^{-\frac{m-2}{2}} J_{\frac{m-2}{2}}(r|\underline{x}|) d r \\
& =\frac{\omega_{\frac{m-2}{2}}^{2}}{\left\lvert\, \underline{x}^{\frac{m}{2}}\right.} \int_{0}^{\pi} e^{\mp x_{0} r} r^{\frac{m}{2}}|\underline{x}| J_{\frac{m}{2}-1}(r|\underline{x}|) d r \\
& =\frac{\omega_{\frac{m-2}{2}}^{2}}{|\underline{x}|^{\frac{m}{2}}}\left(\left.r^{\frac{m}{2}} J_{\frac{m}{2}}(r|\underline{x}|) e^{\mp x_{0} r}\right|_{0} ^{\pi}-\mp x_{0} \int_{0}^{\pi} e^{\mp x_{0} r} r^{\frac{m}{2}} J_{\frac{m}{2}}(r|\underline{x}|) d r\right)
\end{aligned}
$$

by (3.6), there exists a constant $C_{1}>0$ such that

$$
\left|I_{1}\right| \leq C_{1} \frac{\left(1+\left|x_{0}\right|\right) e^{\left|x_{0}\right| \pi}}{|\underline{x}|^{\frac{m+1}{2}}}
$$

Next we consider $I_{2}$. As in (3.4), we have

$$
\begin{align*}
I_{2} & =i \int_{0}^{\pi} e^{\mp x_{0} r} r^{m-1} \int_{S^{m-1}} e^{i r\left\langle U \underline{x}, U \underline{\xi}^{\prime}\right\rangle} \underline{\xi}^{\prime} d \sigma\left(\underline{\xi}^{\prime}\right) d r \\
& =i \int_{0}^{\pi} e^{\mp x_{0} r} r^{m-1} \int_{S^{m-1}} e^{i r\left\langle U \underline{x}, \underline{\zeta}^{\prime}\right\rangle} U \underline{\zeta}^{\prime} d \sigma\left(\underline{\zeta}^{\prime}\right) d r \\
& =i \int_{0}^{\pi} e^{\mp x_{0} r} r^{m-1} \int_{0}^{2 \pi} \int_{0}^{\pi} \cdots \int_{0}^{\pi} e^{i r|\underline{x}| \cos \theta_{1}} U \underline{\zeta}^{\prime}\left(\sin \theta_{1}\right)^{m-2} \cdots \sin \theta_{m-2} d \theta_{1} \\
& \ldots d \theta_{m-2} d \theta_{m-1} d r, \tag{3.7}
\end{align*}
$$

where we write $d \sigma\left(\zeta^{\prime}\right)$ in spherical coordinates, and $U \in \mathbf{O}(m)$ fixes the origin such that $U \underline{x}=|\underline{x}| e_{1}$. For $\underline{\zeta}^{\prime} \in S^{m-1}$ and $U=\left(u_{j k}\right)_{m \times m} \in \mathbf{O}(m)$, we have

$$
\begin{aligned}
U \underline{\zeta}^{\prime}= & \left(u_{11} \cos \theta_{1}+V_{1}\left(\theta_{2}, \ldots, \theta_{m-1}\right) \sin \theta_{1}\right. \\
& \left.\ldots, u_{m 1} \cos \theta_{1}+V_{m}\left(\theta_{2}, \ldots, \theta_{m-1}\right) \sin \theta_{1}\right)^{T}
\end{aligned}
$$

where $V_{j}\left(\theta_{2}, \ldots, \theta_{m-1}\right)$ depends on $\left(\theta_{2}, \ldots, \theta_{m}\right)$, and

$$
\left|V_{j}\left(\theta_{2}, \ldots, \theta_{m-1}\right)\right| \leq \sum_{k=2}^{m}\left|u_{j k}\right| \leq m
$$

Therefore, to estimate $I_{2}$, it suffices to estimate $I_{21}$ and $I_{22}$, where

$$
I_{21}=\int_{0}^{\pi} e^{i r \mid \underline{|x|} \cos \theta_{1}} \cos \theta_{1}\left(\sin \theta_{1}\right)^{m-2} d \theta_{1}
$$

and

$$
I_{22}=\int_{0}^{\pi} e^{i r|\underline{x}| \cos \theta_{1}} \sin \theta_{1}\left(\sin \theta_{1}\right)^{m-2} d \theta_{1}
$$

Similarly, we have that

$$
\begin{aligned}
I_{21} & =\int_{-1}^{1} e^{i r|\underline{x}| \eta} \eta\left(1-\eta^{2}\right)^{\frac{m-3}{2}} d \eta \\
& =-\left.\frac{1}{m-1}\left(1-\eta^{2}\right)^{\frac{m-1}{2}} e^{i r|\underline{x}| \eta}\right|_{-1} ^{1}+\frac{i r|\underline{x}|}{m-1} \int_{-1}^{1} e^{i r|\underline{x}| \eta}\left(1-\eta^{2}\right)^{\frac{m-1}{2}} d \eta \\
& =\frac{i \omega_{\frac{m}{2}}^{m}}{m-1}(r|\underline{x}|)^{-\frac{m}{2}+1} J_{\frac{m}{2}}(r|\underline{x}|)
\end{aligned}
$$

and

$$
I_{22}=\int_{-1}^{1} e^{i r|\underline{x}| \eta}\left(1-\eta^{2}\right)^{\frac{m-2}{2}} d \eta=\omega_{\frac{m-1}{2}}(r|\underline{x}|)^{-\frac{m-1}{2}} J_{\frac{m-1}{2}}(r|\underline{x}|)
$$

For $I_{21}$, we have that

$$
\begin{aligned}
\int_{0}^{\pi} & e^{\mp x_{0} r} r^{m-1}(r|\underline{x}|)^{-\frac{m}{2}+1} J_{\frac{m}{2}}(r|\underline{x}|) d r \\
= & \frac{1}{|\underline{x}|^{\frac{m}{2}}} \int_{0}^{\pi} e^{\mp x_{0} r} r^{\frac{m}{2}}|\underline{x}| J_{\frac{m}{2}}(r|\underline{x}|) d r \\
= & \frac{1}{|\underline{x}|^{\frac{m}{2}}}\left(\left.r^{\frac{m}{2}+1} J_{\frac{m}{2}+1}(r|\underline{x}|) \frac{e^{\mp x_{0} r}}{r}\right|_{0} ^{\pi}-\int_{0}^{\pi} \frac{d\left(\frac{e^{\mp x_{0} r}}{r}\right)}{d r} r^{\frac{m}{2}+1} J_{\frac{m}{2}+1}(r|\underline{x}|) d r\right) \\
= & \frac{\pi^{\frac{m}{2}} J_{\frac{m}{2}+1}(\pi|\underline{x}|) e^{\mp x_{0} \pi}}{|\underline{x}|^{\frac{m}{2}}} \\
& -\frac{1}{|\underline{x}|^{\frac{m}{2}}} \int_{0}^{\pi}\left(\mp x_{0} e^{\mp x_{0} r} r-e^{\mp x_{0} r}\right) r^{\frac{m}{2}-1} J_{\frac{m}{2}+1}(r|\underline{x}|) d r
\end{aligned}
$$

and then have

$$
\begin{aligned}
& \left|\int_{0}^{\pi} e^{\mp x_{0} r} r^{m-1}(r|\underline{x}|)^{-\frac{m}{2}+1} J_{\frac{m}{2}}(r|\underline{x}|) d r\right| \\
& \quad \leq \frac{C_{2}^{\prime}}{|\underline{\mid x}|^{\frac{m}{2}+1}}+\frac{C_{2}^{\prime \prime}}{|\underline{x}|^{\frac{m}{2}+1}} \int_{0}^{\pi}\left(\left|x_{0}\right| e^{\mp x_{0} r} r^{\frac{m-1}{2}}+e^{\mp x_{0} r} r^{\frac{m-3}{2}}\right) d r .
\end{aligned}
$$

Note that

$$
\int_{0}^{\pi} e^{\mp x_{0} r} r^{\frac{m-3}{2}} d r<\infty, \quad m \geq 3
$$

and for $m=2$, the same conclusion can be given by integration by parts, i.e.,

$$
\int_{0}^{\pi} e^{\mp x_{0} r} r^{-\frac{1}{2}} d r=\left.2 r^{\frac{1}{2}} e^{\mp x_{0} r}\right|_{0} ^{\pi}-\left(\mp 2 x_{0}\right) \int_{0}^{\pi} e^{\mp x_{0} r} r^{\frac{1}{2}} d r<\infty
$$

Thus

$$
\left|\int_{0}^{\pi} e^{\mp x_{0} r} r^{m-1}(r|\underline{x}|)^{-\frac{m}{2}+1} J_{\frac{m}{2}}(r|\underline{x}|) d r\right| \leq \frac{C_{2}\left(1+\left|x_{0}\right|\right) e^{\left|x_{0}\right| \pi}}{|\underline{x}|^{\frac{m}{2}+1}}
$$

where $C_{2}$ is a constant. For $I_{22}$, we first consider the case $m=2$, and have

$$
\begin{aligned}
\left|\int_{0}^{\pi} e^{\mp x_{0} r} r I_{22} d r\right| & =\left|\frac{\pi}{2} \int_{0}^{\pi} e^{\mp x_{0} r} r \frac{e^{i r|\underline{x}|}-e^{-i r|\underline{x}|}}{i r|\underline{x}|} d r\right| \\
& \leq C_{2} \frac{e^{\left|x_{0}\right| \pi}}{|\underline{x}|\left(x_{0}^{2}+|\underline{x}|^{2}\right)^{\frac{1}{2}}} \\
& \leq C_{3} \frac{e^{\left|x_{0}\right| \pi}}{|\underline{x}|^{2}} .
\end{aligned}
$$

For $m \geq 3$, using integration by parts, we have

$$
\begin{aligned}
& \left|\int_{0}^{\pi} e^{\mp x_{0} r} r^{m-1}(r|\underline{x}|)^{-\frac{m-1}{2}} J_{\frac{m-1}{2}}(r \underline{x}) d r\right| \\
& \quad=\frac{1}{|\underline{x}|^{\frac{m+1}{2}}}\left|\int_{0}^{\pi} \frac{e^{\mp x_{0} r}}{r}\right| \underline{x}\left|r^{\frac{m+1}{2}} J_{\frac{m-1}{2}}(r \underline{x}) d r\right| \\
& \left.\quad \leq \frac{1}{|\underline{x}|^{\frac{m+1}{2}}}\left|r^{\frac{m+1}{2}} J_{\frac{m+1}{2}}(r|\underline{x}|) \frac{e^{\mp x_{0} r}}{r}\right|_{0}^{\pi} \right\rvert\, \\
& \quad+\frac{1}{|\underline{x}|^{\frac{m+1}{2}}}\left|\int_{0}^{\pi} r^{\frac{m+1}{2}} J_{\frac{m+1}{2}}(r|\underline{x}|) \frac{\mp x_{0} e^{\mp x_{0} r} r-e^{\mp x_{0} r}}{r^{2}} d r\right| \\
& \quad \leq C_{4} \frac{\left(1+\left|x_{0}\right|\right) e^{\left|x_{0}\right| \pi}}{|\underline{x}|^{\frac{m+2}{2}}} .
\end{aligned}
$$

Therefore, when $|\underline{x}| \geq 1$,

$$
\left|I_{2}\right| \leq C_{5} \frac{\left(1+\left|x_{0}\right|\right) e^{\left|x_{0}\right| \pi}}{|\underline{x}|^{\frac{m+1}{2}}}
$$

We thus obtain the desired result.

## 3.2. $\boldsymbol{H}^{2}\left(S_{a}, C \ell_{0, m}(\mathrm{C})\right)$ as a RKHS

The space $H^{2}\left(S_{a}, C \ell_{0, m}(\mathbf{C})\right)$ is also a Paley-Wiener type RKHS. In this part we will first prove the Paley-Wiener theorem for $H^{2}\left(S_{a}, C \ell_{0, m}(\mathbf{C})\right)$, and then construct its Szegö kernel.

It is well-known that (see e.g. $[5,9]$ )

$$
L^{2}\left(\mathbf{R}^{m}, C \ell_{0, m}(\mathbf{C})\right)=H^{2}\left(\mathbf{R}_{+}^{m+1}, C \ell_{0, m}(\mathbf{C})\right) \oplus H^{2}\left(\mathbf{R}_{-}^{m+1}, C \ell_{0, m}(\mathbf{C})\right)
$$

There exists a similar decomposition for $H^{2}\left(S_{a}, C \ell_{0, m}(\mathbf{C})\right)$. In the following we give

Theorem 3.2. Let $f \in L^{2}\left(\mathbf{R}^{m}, C \ell_{0, m}(\mathbf{C})\right)$. Then $f$ is the restriction to $\mathbf{R}^{m}$ of a function in $H^{2}\left(S_{a}, C \ell_{0, m}(\mathbf{C})\right)$ if and only if there exists a measurable function $g$ in $\mathbf{R}^{m}$ such that

$$
\begin{equation*}
e^{a|\underline{\xi}|} g(\underline{\xi}) \in L^{2}\left(\mathbf{R}^{m}, C \ell_{0, m}(\mathbf{C})\right) \tag{3.8}
\end{equation*}
$$

and

$$
\begin{equation*}
f(x)=\frac{1}{(2 \pi)^{m}} \int_{\mathbf{R}^{m}} e(x, \underline{\xi}) g(\underline{\xi}) d \underline{\xi}, \quad x \in S_{a} \tag{3.9}
\end{equation*}
$$

showing that $g(\underline{\xi})=\mathcal{F} f(\underline{\xi})$. Moreover, there exist $f_{+} \in H^{2}\left(\mathbf{R}_{+,-a}^{m+1}, C \ell_{0, m}(\mathbf{C})\right)$
and $f_{-} \in H^{2}\left(\mathbf{R}_{-, a}^{m+1}, C \ell_{0, m}(\mathbf{C})\right)$ such that

$$
\begin{equation*}
f(x)=f_{+}(x)+f_{-}(x), \quad x \in S_{a}, \tag{3.10}
\end{equation*}
$$

where the above decomposition is unique, and implies

$$
H^{2}\left(S_{a}, C \ell_{0, m}(\mathbf{C})\right)=H^{2}\left(\mathbf{R}_{+,-a}^{m+1}, C \ell_{0, m}(\mathbf{C})\right) \oplus H^{2}\left(\mathbf{R}_{-, a}^{m+1}, C \ell_{0, m}(\mathbf{C})\right)
$$

To prove Theorem 3.2, we first recall the Paley-Wiener theorem for $H^{2}\left(\mathbf{R}_{+,-a}^{m+1}, C \ell_{0, m}(\mathbf{C})\right)$ and $H^{2}\left(\mathbf{R}_{-, a}^{m+1}, C \ell_{0, m}(\mathbf{C})\right)$. We can only consider the case for $H^{2}\left(\mathbf{R}_{+,-a}^{m+1}, C \ell_{0, m}(\mathbf{C})\right)$, as the case for $H^{2}\left(\mathbf{R}_{-, a}^{m+1}, C \ell_{0, m}(\mathbf{C})\right)$ is similar. As a consequence of the Paley-Wiener theorem for $H^{2}\left(\mathbf{R}_{+}^{m+1}, C \ell_{0, m}(\mathbf{C})\right)$ (see e.g. [9,17], and see also Proposition 2.3), we have

Lemma 3.3. $f \in H^{2}\left(\mathbf{R}_{+,-a}^{m+1}, C \ell_{0, m}(\mathbf{C})\right)$ if and only if there exists a measurable function $g$ in $\mathbf{R}^{m}$ such that

$$
e^{a|\underline{\xi}|} g(\underline{\xi}) \in L^{2}\left(\mathbf{R}^{m}, C \ell_{0, m}(\mathbf{C})\right)
$$

and

$$
\begin{equation*}
f(x)=\frac{1}{(2 \pi)^{m}} \int_{\mathbf{R}^{m}} e^{+}(x, \underline{\xi}) g(\underline{\xi}) d \underline{\xi}, \quad x \in \mathbf{R}_{+,-a}^{m+1} \tag{3.11}
\end{equation*}
$$

showing that $g(\underline{\xi})=\mathcal{F}(f)(\underline{\xi})$.
Proof. For $f \in H^{2}\left(\mathbf{R}_{+,-a}^{m+1}, C \ell_{0, m}(\mathbf{C})\right)$, we set $F(x)=f\left(-a+x_{0}+\underline{x}\right)$ with $x_{0}>0$, and then $F(x) \in H^{2}\left(\mathbf{R}_{+}^{m+1}, C \ell_{0, m}(\mathbf{C})\right)$. Applying Proposition 2.3 to $F(x)$, we can get the desired relation.

In the following we prove Theorem 3.2.
Proof. We first assume that (3.8) holds. The monogenicity of $f(x)$ defined through (3.9) follows from (3.11). Then, by Plancherel's theorem we have, for $x \in S_{a}$,

$$
\begin{align*}
& \int_{\mathbf{R}^{m}}\left|f\left(x_{0}+\underline{x}\right)\right|^{2} d \underline{x}=\frac{1}{(2 \pi)^{m}} \int_{\mathbf{R}^{m}}\left|\left(e^{-x_{0}|\underline{\xi}|} \chi_{+}(\underline{\xi})+e^{x_{0}|\underline{\xi}|} \chi_{-}(\underline{\xi})\right) g(\underline{\xi})\right|^{2} d \underline{\xi} \\
& \quad=\frac{1}{(2 \pi)^{m}} \int_{\mathbf{R}^{m}}\left|\left(e^{-x_{0}|\underline{\xi}|} \chi_{+}(\underline{\xi})\right) g(\underline{\xi})\right|^{2} d \underline{\xi}+\int_{\mathbf{R}^{m}}\left|\left(e^{x_{0}|\underline{\xi}|} \chi_{-}(\underline{\xi})\right) g(\underline{\xi})\right|^{2} d \underline{\xi} \\
& \quad<\infty, \tag{3.12}
\end{align*}
$$

where the second equality is a consequence of the orthogonality (2.2), and the last inequality follows from the assumption (3.8).
Next we assume that $f \in H^{2}\left(S_{a}, C \ell_{0, m}(\mathbf{C})\right)$. Let $\phi \in S\left(\mathbf{R}^{m}\right)$ be a scalarvalued Schwarz function with $\int_{\mathbf{R}^{m}} \phi(\underline{\xi}) d \underline{\xi}=1$, where $\mathcal{F}(\phi)$ has compact support and is equal to 1 in the unit ball $B(0,1)$. Set $\phi_{\epsilon}(\underline{x})=\frac{1}{\epsilon^{m}} \phi\left(\frac{\underline{x}}{\epsilon}\right), \epsilon>$ 0 , and then $\mathcal{F}\left(\phi_{\epsilon}\right)(\underline{\xi})=\mathcal{F}(\phi)(\epsilon \underline{\xi})$. Since $\phi \in S\left(\mathbf{R}^{m}\right)$, we have $\psi(\underline{x})=$ ess $\sup _{|\underline{\xi}| \geq|\underline{x}|}|\phi(\underline{\xi})| \in L^{1}\left(\mathbf{R}^{m}\right)$. Thus $\phi_{\epsilon}$ is an approximation to the identity [24, page 13]. We define

$$
g_{\epsilon}\left(x_{0}+\underline{x}\right)=\left(f\left(x_{0}+\cdot\right) * \phi_{\epsilon}\right)(\underline{x}) .
$$

Taking Fourier transform to the both sides, we have $\mathcal{F}\left(g_{\epsilon}\left(x_{0}+\cdot\right)\right)=\mathcal{F}\left(f\left(x_{0}\right.\right.$ $+\cdot)) \mathcal{F}\left(\phi_{\epsilon}\right)$, showing that for each fixed $x_{0}$ the set $\operatorname{supp} \mathcal{F}\left(g_{\epsilon}\right)$ in $\mathbf{R}^{m}$ is compact. The function $g_{\epsilon}(x)$ is left-monogenic and satisfies

$$
\sup _{\left|x_{0}\right|<a}\left\|g_{\epsilon}\left(x_{0}+\cdot\right)\right\|_{L^{2}\left(\mathbf{R}^{m}\right)} \leq C \sup _{\left|x_{0}\right|<a}\left\|f\left(x_{0}+\cdot\right)\right\|_{L^{2}\left(\mathbf{R}^{m}\right)}\left\|\phi_{\epsilon}\right\|_{L^{1}\left(\mathbf{R}^{m}\right)}<\infty .
$$

Hence

$$
\begin{equation*}
G_{\epsilon}(x)=\frac{1}{(2 \pi)^{m}} \int_{\mathbf{R}^{m}} e(x, \underline{\xi}) \mathcal{F}\left(g_{\epsilon}\right)(\underline{\xi}) d \underline{\xi}, \quad x \in S_{a} \tag{3.13}
\end{equation*}
$$

is well-defined due to compactness of $\operatorname{supp} \mathcal{F}\left(g_{\epsilon}\right)$. In particular, $\mathcal{F}\left(G_{\epsilon}\right)=$ $\mathcal{F}\left(g_{\epsilon}\right)$, and $G_{\epsilon}$ and $g_{\epsilon}$ are both left-monogenic in $S_{a}$. Note that the two leftmonogenic functions, $G_{\epsilon}$ and $g_{\epsilon}$, defined in $S_{a}$, have common values on $\mathbf{R}^{m}$, and thus have to be identical (see e.g. $[4,19]$ ). Therefore,

$$
\begin{aligned}
\mathcal{F}\left(f\left(x_{0}+\cdot\right)\right)(\underline{\xi}) \mathcal{F}\left(\phi_{\epsilon}\right)(\underline{\xi}) & =\mathcal{F}\left(g_{\epsilon}\left(x_{0}+\cdot\right)\right)(\underline{\xi}) \\
& =\left(e^{-x_{0}|\underline{\xi}|} \chi_{+}(\underline{\xi})+e^{x_{0}|\underline{\xi}|} \chi_{-}(\underline{\xi})\right) \mathcal{F}\left(g_{\epsilon}\right)(\underline{\xi}) \\
& =\left(e^{-x_{0}|\underline{\xi}|} \chi_{+}(\underline{\xi})+e^{x_{0}|\underline{\xi}|} \chi_{-}(\underline{\xi})\right) \mathcal{F}(f)(\underline{\xi}) \mathcal{F}\left(\phi_{\epsilon}\right)(\underline{\xi})
\end{aligned}
$$

Thus

$$
\begin{equation*}
\mathcal{F}\left(f\left(x_{0}+\cdot\right)\right)(\underline{\xi})=\left(e^{-x_{0}|\underline{\xi}|} \chi_{+}(\underline{\xi})+e^{x_{0}|\underline{\xi}|} \chi_{-}(\underline{\xi})\right) \mathcal{F}(f)(\underline{\xi}) \tag{3.14}
\end{equation*}
$$

for $\underline{\xi} \in B\left(0, \frac{1}{\epsilon}\right)$. Since $\epsilon>0$ is arbitrary, we see that (3.14) holds for all $\underline{\xi} \in \overline{\mathbf{R}}^{m}$. Replacing $x_{0}$ by $-x_{0}$ in (3.14), we have

$$
\begin{equation*}
\mathcal{F}\left(f\left(-x_{0}+\cdot\right)\right)(\underline{\xi})=\left(e^{x_{0}|\underline{\xi}|} \chi_{+}(\underline{\xi})+e^{-x_{0}|\underline{\xi}|} \chi_{-}(\underline{\xi})\right) \mathcal{F}(f)(\underline{\xi}) . \tag{3.15}
\end{equation*}
$$

Consequently, we have

$$
\begin{equation*}
\mathcal{F}\left(f\left(x_{0}+\cdot\right)\right)(\underline{\xi})+\mathcal{F}\left(f\left(-x_{0}+\cdot\right)\right)(\underline{\xi})=\left(e^{-x_{0}|\underline{\xi}|}+e^{x_{0}|\underline{\xi}|}\right) \mathcal{F}(f)(\underline{\xi}) . \tag{3.16}
\end{equation*}
$$

By Plancherel's theorem and $f \in H^{2}\left(S_{a}, C \ell_{0, m}(\mathbf{C})\right)$, we have

$$
\begin{aligned}
& \frac{1}{(2 \pi)^{m}} \int_{\mathbf{R}^{m}}\left|\left(e^{-x_{0}|\underline{\xi}|}+e^{x_{0}|\underline{\xi}|}\right) \mathcal{F}(f)(\underline{\xi})\right|^{2} d \underline{\xi} \\
& \quad=\frac{1}{(2 \pi)^{m}} \int_{\mathbf{R}^{m}}\left|\mathcal{F}\left(f\left(x_{0}+\cdot\right)\right)(\underline{\xi})+\mathcal{F}\left(f\left(-x_{0}+\cdot\right)\right)(\underline{\xi})\right|^{2} d \underline{\xi} \\
& \quad=\int_{\mathbf{R}^{m}}\left|f\left(x_{0}+\underline{x}\right)+f\left(-x_{0}+\underline{x}\right)\right|^{2} d \underline{x} \\
& \quad \leq C\|f\|_{H^{2}\left(S_{a}\right)}^{2} \\
& \quad<\infty
\end{aligned}
$$

which gives $e^{a|\underline{\xi}|} \mathcal{F}(f)(\underline{\xi}) \in L^{2}\left(\mathbf{R}^{m}, C \ell_{0, m}(\mathbf{C})\right)$. By applying the Lebesgue dominated convergence theorem to (3.13), we can obtain

$$
f(x)=\frac{1}{(2 \pi)^{m}} \int_{\mathbf{R}^{m}} e(x, \underline{\xi}) \mathcal{F}(f)(\underline{\xi}) d \underline{\xi} .
$$

The conditions for using the Lebesgue dominated convergence theorem are verified as follows. By the definition of $g_{\epsilon}$, we have

$$
\begin{aligned}
\lim _{\epsilon \rightarrow 0} e(x, \underline{\xi}) \mathcal{F}\left(g_{\epsilon}\right)(\underline{\xi}) & =\lim _{\epsilon \rightarrow 0} e(x, \underline{\xi}) \mathcal{F}(f)(\underline{\xi}) \mathcal{F}\left(\phi_{\epsilon}\right)(\underline{\xi}) \\
& =\lim _{\epsilon \rightarrow 0} e(x, \underline{\xi}) \mathcal{F}(f)(\underline{\xi}) \mathcal{F}(\phi)(\epsilon \underline{\xi}) \\
& =e(x, \underline{\xi}) \mathcal{F}(f)(\underline{\xi}), \quad \text { a.e. } \underline{\xi} \in \mathbf{R}^{m} \\
\left|e(x, \underline{\xi}) \mathcal{F}\left(g_{\epsilon}\right)(\underline{\xi})\right| & \leq|e(x, \underline{\xi}) \mathcal{F}(f)(\underline{\xi}) \mathcal{F}(\phi)(\epsilon \underline{\xi})| \leq|e(x, \underline{\xi}) \mathcal{F}(f)(\underline{\xi})|| | \phi \|_{L^{1}\left(\mathbf{R}^{m}\right)}
\end{aligned}
$$

and

$$
\begin{aligned}
& \int_{\mathbf{R}^{m}}|e(x, \underline{\xi}) \mathcal{F}(f)(\underline{\xi})| d \underline{\xi} \\
& \quad \leq\left(\int_{\mathbf{R}^{m}} e^{-2 a|\underline{\xi}|}|e(x, \underline{\xi})|^{2} d \underline{\xi}\right)^{\frac{1}{2}}\left(\int_{\mathbf{R}^{m}} e^{2 a|\underline{\xi}|}|\mathcal{F}(f)(\underline{\xi})|^{2} d \underline{\xi}\right)^{\frac{1}{2}} \\
& \quad<\infty
\end{aligned}
$$

To complete the proof we need to show uniqueness of the decomposition (3.10). In fact, if there exist $h_{+} \in H^{2}\left(\mathbf{R}_{+,-a}^{m+1}, C \ell_{0, m}(\mathbf{C})\right)$ and $h_{-} \in$ $H^{2}\left(\mathbf{R}_{-, a}^{m+1}, C \ell_{0, m}(\mathbf{C})\right)$ such that $f=h_{+}+h_{-}$, then we have $h=f_{+}-$ $h_{+}=h_{-}-f_{-} \in H^{2}\left(\mathbf{R}_{+,-a}^{m+1}, C \ell_{0, m}(\mathbf{C})\right) \cap H^{2}\left(\mathbf{R}_{-, a}^{m+1}, C \ell_{0, m}(\mathbf{C})\right)$. This indeed implies $h=0$ since $H^{2}\left(\mathbf{R}_{+,-a}^{m+1}, C \ell_{0, m}(\mathbf{C})\right) \cap H^{2}\left(\mathbf{R}_{-, a}^{m+1}, C \ell_{0, m}(\mathbf{C})\right) \subset$ $H^{2}\left(\mathbf{R}_{+}^{m+1}, C \ell_{0, m}(\mathbf{C})\right) \cap H^{2}\left(\mathbf{R}_{-}^{m+1}, C \ell_{0, m}(\mathbf{C})\right)=\{0\}$.

Remark 1. We can identify $H^{2}\left(S_{a}, C \ell_{0, m}(\mathbf{C})\right)$ with the closed subspace of $L^{2}\left(\mathbf{R}^{m}, C \ell_{0, m}(\mathbf{C})\right):$

$$
\begin{aligned}
& H_{a}^{2}\left(\mathbf{R}^{m}, C \ell_{0, m}(\mathbf{C})\right)=\left\{g \in L^{2}\left(\mathbf{R}^{m}, C \ell_{0, m}(\mathbf{C})\right):\right. \\
& \left.e^{a|\underline{\xi}|} g(\underline{\xi}) \in L^{2}\left(\mathbf{R}^{m}, C \ell_{0, m}(\mathbf{C})\right)\right\} .
\end{aligned}
$$

Let $s_{x}(\underline{\xi})=e^{-a|\underline{\xi}|} e(\bar{x}, \underline{\xi})$. It is obvious that $s_{x} \in H_{a}^{2}\left(\mathbf{R}^{m}, C \ell_{0, m}(\mathbf{C})\right)$. By Theorem 3.2, we have

$$
f(x)=\left\langle f_{a}, s_{x}\right\rangle_{L^{2}\left(\mathbf{R}^{m}\right)}, \quad \text { for } f \in H^{2}\left(S_{a}, C \ell_{0, m}(\mathbf{C})\right),
$$

where $f_{a}$ is one associated with $f$ in $H_{a}^{2}\left(\mathbf{R}^{m}, C \ell_{0, m}(\mathbf{C})\right)$. Then we have an induced inner product on $H^{2}\left(S_{a}, C \ell_{0, m}(\mathbf{C})\right)$ defined by

$$
\langle f, h\rangle_{H^{2}\left(S_{a}\right)}=\left\langle f_{a}, h_{a}\right\rangle_{L^{2}\left(\mathbf{R}^{m}\right)}, \quad \text { for } f, g \in H^{2}\left(S_{a}, C \ell_{0, m}(\mathbf{C})\right),
$$

where $f_{a}$ and $h_{a}$, respectively, correspond to $f$ and $h$ in $H_{a}^{2}\left(\mathbf{R}^{m}, C \ell_{0, m}(\mathbf{C})\right)$. Accordingly, the reproducing kernel $S(w, \bar{x})$ for $H^{2}\left(S_{a}, C \ell_{0, m}(\mathbf{C})\right)$ in the
above induced norm is given by

$$
\begin{aligned}
S(w, \bar{x})= & \left\langle s_{x}, s_{w}\right\rangle_{L^{2}\left(\mathbf{R}^{m}, C \ell_{0, m}(\mathbf{C})\right)} \\
= & \frac{1}{(2 \pi)^{m}} \int_{\mathbf{R}^{m}} e^{-2 a \mid \underline{\xi}} e(w+\bar{x}, \underline{\xi}) d \underline{\xi} \\
= & \frac{1}{(2 \pi)^{m}} \int_{\mathbf{R}^{m}} e^{-2 a|\underline{\xi}|} e^{+}(w+\bar{x}, \underline{\xi}) d \underline{\xi}+ \\
& \frac{1}{(2 \pi)^{m}} \int_{\mathbf{R}^{m}} e^{-2 a|\underline{\xi}|} e^{-}(w+\bar{x}, \underline{\xi}) d \underline{\xi} \\
= & \frac{1}{2 \sigma_{m}} \frac{w+\bar{x}+2 a}{|w+\bar{x}+2 a|^{m+1}}-\frac{1}{2 \sigma_{m}} \frac{w+\bar{x}-2 a}{|w+\bar{x}-2 a|^{m+1}} \\
= & S_{+,-a}(w, \bar{x})+S_{-, a}(w, \bar{x}),
\end{aligned}
$$

where $S_{+,-a}(w, \bar{x})$ and $S_{-, a}(w, \bar{x})$ are the Szegö kernels for $H^{2}\left(\mathbf{R}_{+,-a}^{m+1}\right.$, $\left.C \ell_{0, m}(\mathbf{C})\right)$ and $H^{2}\left(\mathbf{R}_{-, a}^{m+1}, C \ell_{0, m}(\mathbf{C})\right)$, respectively.

Remark 2. We note that Theorem 3.2 can be generalized to $H^{p}\left(S_{a}\right.$, $\left.C \ell_{0, m}(\mathbf{C})\right), 1 \leq p \leq 2$, stated as

Theorem 3.4. Suppose that $1 \leq p \leq 2$. If $g(\underline{\xi}) \in L^{q}\left(\mathbf{R}^{m}, C \ell_{0, m}(\mathbf{C})\right), q=\frac{p}{p-1}$, and $e^{a|\underline{\xi}|} \chi_{+}(\underline{\xi}) g(\underline{\xi})$ and $e^{a|\underline{\xi}|} \chi_{-}(\underline{\xi}) g(\underline{\xi})$ are the Fourier transforms of some functions in $\bar{L}^{p}\left(\overline{\mathbf{R}}^{m}\right)$, then

$$
\begin{equation*}
f(x)=\frac{1}{(2 \pi)^{m}} \int_{\mathbf{R}^{m}} e(x, \underline{\xi}) g(\underline{\xi}) d \underline{\xi}, \quad x \in S_{a} \tag{3.17}
\end{equation*}
$$

is in $H^{p}\left(S_{a}, C \ell_{0, m}(\mathbf{C})\right)$. Moreover, there exist $f_{+} \in H^{p}\left(\mathbf{R}_{+,-a}^{m+1}, C \ell_{0, m}(\mathbf{C})\right)$ and $f_{-} \in H^{p}\left(\mathbf{R}_{-, a}^{m+1}, C \ell_{0, m}(\mathbf{C})\right)$ such that

$$
\begin{equation*}
f(x)=f_{+}(x)+f_{-}(x), \quad x \in S_{a}, \tag{3.18}
\end{equation*}
$$

where the above decomposition is unique.
Conversely, if $f \in H^{p}\left(S_{a}, C \ell_{0, m}(\mathbf{C})\right), 1 \leq p \leq 2$, then $g(\underline{\xi})=\mathcal{F}(f)(\underline{\xi})$ such that

$$
e^{a|\underline{\xi}|} g(\underline{\xi}) \in L^{q}\left(\mathbf{R}^{m}, C \ell_{0, m}(\mathbf{C})\right)
$$

and (3.17) holds.
Proof. For $p=2$ the result follows from Theorem 3.2. In the following we only need to consider $1 \leq p<2$.
We first assume that $g(\xi) \in L^{q}\left(\mathbf{R}^{m}, C \ell_{0, m}(\mathbf{C})\right)$ such that there exist $g_{+}(\underline{x}), g$ $-(\underline{x}) \in L^{p}\left(\mathbf{R}^{m}, C \ell_{0, m}(\overline{\mathbf{C}})\right)$ satisfying $e^{a|\underline{\xi}|} \chi_{+}(\underline{\xi}) g(\underline{\xi})=\mathcal{F}\left(g_{+}\right)(\underline{\xi})$ and $e^{a|\underline{\xi}|} \chi_{-}$ $(\underline{\xi}) g(\underline{\xi})=\mathcal{F}\left(g_{-}\right)(\underline{\xi})$. We define

$$
\begin{aligned}
f(x) & =\frac{1}{(2 \pi)^{m}} \int_{\mathbf{R}^{m}} e(x, \underline{\xi}) g(\underline{\xi}) d \underline{\xi} \\
& =\frac{1}{(2 \pi)^{m}} \int_{\mathbf{R}^{m}} e^{+}(x, \underline{\xi}) g(\underline{\xi}) d \underline{\xi}+\frac{1}{(2 \pi)^{m}} \int_{\mathbf{R}^{m}} e^{-}(x, \underline{\xi}) g(\underline{\xi}) d \underline{\xi} \\
& =f_{+}(x)+f_{-}(x) .
\end{aligned}
$$

For $1<p<2$, we have

$$
\begin{aligned}
f_{+}(x) & =\frac{1}{(2 \pi)^{m}} \int_{\mathbf{R}^{m}} e^{i\langle\underline{x}, \underline{\xi}\rangle} e^{-x_{0}|\underline{\xi}|} \chi_{+}(\underline{\xi}) g(\underline{\xi}) d \underline{\xi} \\
& =\frac{1}{(2 \pi)^{m}} \int_{\mathbf{R}^{m}} e^{i\langle\underline{x}, \underline{\xi}\rangle} e^{-\left(a+x_{0}\right)|\underline{\xi}|} \chi_{+}(\underline{\xi}) \mathcal{F}\left(g_{+}\right)(\underline{\xi}) d \underline{\xi} \\
& =\int_{\mathbf{R}^{m}} S_{+,-a}(-\underline{w}, x-a) g_{+}(\underline{w}) d \underline{w},
\end{aligned}
$$

where the last equality is the Szegö projection of $H^{p}\left(\mathbf{R}_{+,-a}^{m+1}, C \ell_{0, m}(\mathbf{C})\right)$. The fact $f_{+} \in H^{p}\left(\mathbf{R}_{+,-a}^{m+1}, C \ell_{0, m}(\mathbf{C})\right)$ then follows from the $L^{p}$-boundedness of the Sezgö projection (see e.g. [9]). Similarly, one can show $f_{-}(x) \in H^{p}\left(\mathbf{R}_{-, a}^{m+1}\right.$, $\left.C \ell_{0, m}(\mathbf{C})\right)$. Thus $f \in H^{p}\left(S_{a}, C \ell_{0, m}(\mathbf{C})\right), 1<p<2$.

For $p=1, q=\infty$ we define

$$
G_{+}\left(x_{0}+\underline{x}\right)=\int_{\mathbf{R}^{m}} P_{+,-a}\left(\underline{x}-\underline{w}, x_{0}-a\right) g_{+}(\underline{w}) d \underline{w},
$$

where $P_{+,-a}\left(\underline{x}, x_{0}\right)=\frac{1}{2 \sigma_{m}} \frac{x_{0}+2 a}{\left(\left(x_{0}+2 a\right)^{2}+|\underline{x}|^{2}\right)^{\frac{m+1}{2}}}$ is the Poisson kernel on $\mathbf{R}_{+,-a}^{m+1}$. We then have

$$
\begin{aligned}
f_{+}(x) & =\frac{1}{(2 \pi)^{m}} \int_{\mathbf{R}^{m}} e^{i\langle\underline{x}, \underline{\xi}\rangle} e^{-\left(a+x_{0}\right)|\underline{\xi}|} \chi_{+}(\underline{\xi}) \mathcal{F}\left(g_{+}\right)(\underline{\xi}) d \underline{\xi} \\
& =\int_{\mathbf{R}^{m}} P_{+,-a}\left(\underline{x}-\underline{w}, x_{0}-a\right) g_{+}(\underline{w}) d \underline{w} \\
& =G_{+}(x) .
\end{aligned}
$$

We note that $G_{+}\left(x_{0}+\underline{x}\right) \in L^{1}\left(\mathbf{R}^{m}, C \ell_{0, m}(\mathbf{C})\right)$ since

$$
\begin{aligned}
\left\|G_{+}\left(x_{0}+\underline{x}\right)\right\|_{L^{1}\left(\mathbf{R}^{m}\right)} & \leq C\left\|g_{+}\right\|_{L^{1}\left(\mathbf{R}^{m}\right)}\left\|P_{+,-a}\left(\cdot, x_{0}-a\right)\right\|_{L^{1}\left(\mathbf{R}^{m}\right)} \\
& =C\left\|g_{+}\right\|_{L^{1}\left(\mathbf{R}^{m}\right)} \\
& <\infty
\end{aligned}
$$

where $C$ is a positive constant.
The order of taking derivative and taking integral may be exchanged, due to use of the Lebesgue dominated convergence theorem, and thus $f_{+}$ is left-monogenic on $\mathbf{R}_{+,-a}^{m+1}$. Thus $f_{+} \in H^{1}\left(\mathbf{R}_{+,-a}^{m+1}, C \ell_{0, m}(\mathbf{C})\right)$. Similarly, we also have $f_{-} \in H^{1}\left(\mathbf{R}_{-, a}^{m+1}, C \ell_{0, m}(\mathbf{C})\right)$. Therefore, $f \in H^{1}\left(S_{a}, C \ell_{0, m}(\mathbf{C})\right)$. The uniqueness of (3.18), in fact, is given by Lemma 3.5.

Next we will prove the necessity condition of $f \in H^{p}\left(S_{a}, C \ell_{0, m}(\mathbf{C})\right)$ in the theorem. Assume that $f \in H^{p}\left(S_{a}, C \ell_{0, m}(\mathbf{C})\right), 1 \leq p<2$. The proof of this part is similar to that of the proof of Theorem 3.2. As in Theorem 3.2, we define

$$
g_{\epsilon}\left(x_{0}+\underline{x}\right)=\left(f\left(x_{0}+\cdot\right) * \phi_{\epsilon}\right)(\underline{x})
$$

and have $\mathcal{F}\left(g_{\epsilon}\left(x_{0}+\cdot\right)\right)=\mathcal{F}\left(f\left(x_{0}+\cdot\right)\right) \mathcal{F}\left(\phi_{\epsilon}\right)$, which means that $\operatorname{supp} \mathcal{F}\left(g_{\epsilon}\right)$ is compact. By Young's inequality, we have

$$
\sup _{\left|x_{0}\right|<a}\left\|g_{\epsilon}\left(x_{0}+\cdot\right)\right\|_{L^{p}\left(\mathbf{R}^{m}\right)} \leq C \sup _{\left|x_{0}\right|<a}\left\|f\left(x_{0}+\cdot\right)\right\|_{L^{p}\left(\mathbf{R}^{m}\right)}\left\|\phi_{\epsilon}\right\|_{L^{1}\left(\mathbf{R}^{m}\right)}<\infty
$$

which amounts that $g_{\epsilon} \in H^{p}\left(S_{a}, C \ell_{0, m}(\mathbf{C})\right)$. Define

$$
\begin{equation*}
G_{\epsilon}(x)=\frac{1}{(2 \pi)^{m}} \int_{\mathbf{R}^{m}} e(x, \underline{\xi}) \mathcal{F}\left(g_{\epsilon}\right)(\underline{\xi}) d \underline{\xi}, \quad x \in S_{a} \tag{3.19}
\end{equation*}
$$

By the argument used in Theorem 3.2, we have

$$
\begin{equation*}
\mathcal{F}\left(f\left(x_{0}+\cdot\right)\right)(\underline{\xi})=\left(e^{-x_{0}|\underline{\xi}|} \chi_{+}(\underline{\xi})+e^{x_{0}|\underline{\xi}|} \chi_{-}(\underline{\xi})\right) \mathcal{F}(f)(\underline{\xi}) . \tag{3.20}
\end{equation*}
$$

Then, by Hausdorff-Young's inequality, from (3.20) we can show that $\left(e^{a|\underline{\xi}|}-e^{-a|\underline{\xi}|}\right) \mathcal{F}(f)(\underline{\xi}) \in L^{q}\left(\mathbf{R}^{m}, C \ell_{0, m}(\mathbf{C})\right)$ and $\left(e^{a|\underline{\xi}|}+e^{-a|\underline{\xi}|}\right) \mathcal{F}(f)(\underline{\xi}) \in$ $L^{q}\left(\mathbf{R}^{m}, C \ell_{0, m}(\mathbf{C})\right)$, which give $e^{a|\underline{\xi}|} \mathcal{F}(f)(\underline{\xi}) \in L^{q}\left(\mathbf{R}^{m}, C \ell_{0, m}(\mathbf{C})\right)$. Finally, as in the proof of Theorem 3.2, applying the Lebesgue dominated convergence theorem to (3.19), we have

$$
f(x)=\frac{1}{(2 \pi)^{m}} \int_{\mathbf{R}^{m}} e(x, \underline{\xi}) \mathcal{F}(f)(\underline{\xi}) d \underline{\xi} .
$$

Lemma 3.5. For $a, b>0,1 \leq p<\infty$,

$$
H^{p}\left(\mathbf{R}_{+,-a}^{m+1}, C \ell_{0, m}(\mathbf{C})\right) \cap H^{p}\left(\mathbf{R}_{-, b}^{m+1}, C \ell_{0, m}(\mathbf{C})\right)=\{0\} .
$$

Proof. For $f \in H^{p}\left(\mathbf{R}_{+,-a}^{m+1}, C \ell_{0, m}(\mathbf{C})\right) \cap H^{p}\left(\mathbf{R}_{-, b}^{m+1}, C \ell_{0, m}(\mathbf{C})\right)$, using the subharmonicity of $|f|^{p}$, we can show that $|f(x)|$ is bounded, and $\lim _{\left|x_{0}\right| \rightarrow \infty} \mid f\left(x_{0}+\right.$ $\underline{x}) \mid=0$. Then by Liouville's theorem for monogenic functions (see [4]), f(x) has to be a constant, and then $f(x)=0$.

## 3.3. $A^{2}\left(S_{a}, C \ell_{0, m}(\mathrm{C})\right)$ as a RKHS

In this section we study the Paley-Wiener theorem of $A^{2}\left(S_{a}, C \ell_{0, m}(\mathbf{C})\right)$. The technique used in the following proof is adapted from [1] (see also [5]).

Theorem 3.6. $f \in A^{2}\left(S_{a}, C \ell_{0, m}(\mathbf{C})\right)$ if and only if

$$
f(x)=\frac{1}{(2 \pi)^{m}} \int_{\mathbf{R}^{m}} e(x, \underline{\xi}) g(\underline{\xi}) d \underline{\xi}, \quad x \in S_{a}
$$

where $g(\underline{\xi})=\mathcal{F}(f)(\underline{\xi}) \in L^{2}\left(\mathbf{R}^{m}, C \ell_{0, m}(\mathbf{C})\right)$ such that

$$
\frac{1}{(2 \pi)^{m}} \int_{\mathbf{R}^{m}}\left(e^{2 a|\underline{\xi}|}-e^{-2 a|\underline{\xi}|}\right) \frac{|g(\underline{\xi})|^{2}}{2|\underline{\xi}|} d \underline{\xi}<\infty
$$

Moreover, the Bergman kernel of $A^{2}\left(S_{a}, C \ell_{0, m}(\mathbf{C})\right)$ is

$$
\begin{equation*}
B(w, \bar{x})=\frac{1}{(2 \pi)^{m}} \int_{\mathbf{R}^{m}} e(w+\bar{x}, \underline{\xi}) \frac{2|\underline{\xi}|}{e^{2 a|\underline{\xi}|}-e^{-2 a|\underline{\xi}|}} d \underline{\xi} . \tag{3.21}
\end{equation*}
$$

Proof. For a fixed $0<\delta<a$ let $f^{\delta}(x)$ be the restriction of $f$ to $\left\{x \in S_{a}\right.$ : $\left.\left|x_{0}\right|<a-\delta\right\}$. By the subharmonicity of $|f|^{2}$, we have

$$
\begin{align*}
\left|f\left(x_{0}+\underline{x}\right)\right|^{2} & \leq \frac{1}{V_{\delta}} \int_{|y-x|<\frac{\delta}{2}}\left|f\left(y_{0}+\underline{y}\right)\right|^{2} d \underline{y} d y_{0} \\
& \leq \frac{1}{V_{\delta}} \int_{\left|y_{0}\right|<a-\frac{\delta}{2}} \int_{|\underline{y}-\underline{x}|<\frac{\delta}{2}}\left|f\left(y_{0}+\underline{y}\right)\right|^{2} d \underline{y} d y_{0}  \tag{3.22}\\
& \leq \frac{1}{V_{\delta}} \int_{-a}^{a} \int_{|\underline{\mid y-x}|<\frac{\delta}{2}}\left|f\left(y_{0}+\underline{y}\right)\right|^{2} d \underline{y} d y_{0},
\end{align*}
$$

where $V_{\delta}=C \delta^{m+1}$ is the volume of the ball $\left\{y \in \mathbf{R}^{m} ;|y-x|<\frac{\delta}{2}\right\}$. Then, by Fubini's theorem, we have

$$
\begin{align*}
\int_{\mathbf{R}^{m}}\left|f\left(x_{0}+\underline{x}\right)\right|^{2} d \underline{x} & \leq \frac{1}{V_{\delta}} \int_{-a}^{a} \int_{\mathbf{R}^{m}} \chi_{|\underline{y}-\underline{x}|<\frac{\delta}{2}}(\underline{x}) d \underline{x}\left|f\left(y_{0}+\underline{y}\right)\right|^{2} d y_{0} d \underline{y} \\
& \leq \frac{C^{\prime}}{\delta} \int_{-a}^{a} \int_{\mathbf{R}^{m}}\left|f\left(y_{0}+\underline{y}\right)\right|^{2} d \underline{y} d y_{0} \tag{3.23}
\end{align*}
$$

Thus $f^{\delta}(x) \in H^{2}\left(S_{(a-\delta)}, C \ell_{0, m}(\mathbf{C})\right)$. Hence, by Theorem 3.2, there exists $g_{\delta}$ such that

$$
f^{\delta}(x)=\frac{1}{(2 \pi)^{m}} \int_{\mathbf{R}^{m}} e(x, \underline{\xi}) g_{\delta}(\underline{\xi}) d \underline{\xi},
$$

where $g_{\delta}(\underline{\xi})=\mathcal{F}(f)(\underline{\xi})$ satisfies $e^{(a-\delta)|\underline{\xi}|} g_{\delta}(\underline{\xi}) \in L^{2}\left(\mathbf{R}^{m}, C \ell_{0, m}(\mathbf{C})\right)$. For any $\left|x_{0}\right|<a$, we let $\delta=\frac{a-\left|x_{0}\right|}{2}$. Then, by the above discussion, we have

$$
f\left(x_{0}+\underline{x}\right)=\frac{1}{(2 \pi)^{m}} \int_{\mathbf{R}^{m}} e(x, \underline{\xi}) \mathcal{F}(f)(\underline{\xi}) d \underline{\xi},
$$

and $g(\underline{\xi})=\mathcal{F}(f)(\underline{\xi})$. Furthermore, by Plancherel's theorem, we have

$$
\begin{equation*}
\left.\frac{1}{(2 \pi)^{m}} \int_{\mathbf{R}^{m}} \right\rvert\,\left(e^{-x_{0}|\underline{\xi}|} \chi_{+}(\underline{\xi}) g(\underline{\xi})+\left.e^{x_{0}|\underline{\xi}|} \chi_{-}(\underline{\xi}) g(\underline{\xi})\right|^{2} d \underline{\xi}=\int_{\mathbf{R}^{m}}\left|f\left(x_{0}+\underline{x}\right)\right|^{2} d \underline{x} .\right. \tag{3.24}
\end{equation*}
$$

Then by using Fubini's Theorem, we have

$$
\begin{aligned}
& \frac{1}{(2 \pi)^{m}} \int_{\mathbf{R}^{m}} \int_{-a}^{a}\left(e^{-2 x_{0}|\underline{\xi}|}\left|\chi_{+}(\underline{\xi}) g(\underline{\xi})\right|^{2}+e^{2 x_{0}|\underline{\xi}|}\left|\chi_{-}(\underline{\xi}) g(\underline{\xi})\right|^{2}\right) d x_{0} d \underline{\xi} \\
& \quad=\int_{-a}^{a} \int_{\mathbf{R}^{m}}\left|f\left(x_{0}+\underline{x}\right)\right|^{2} d \underline{x} d x_{0}
\end{aligned}
$$

which gives

$$
\frac{1}{(2 \pi)^{m}} \int_{\mathbf{R}^{m}}\left(e^{2 a|\underline{\xi}|}-e^{-2 a|\underline{\xi}|}\right) \frac{|g(\underline{\xi})|^{2}}{2|\underline{\xi}|} d \underline{\xi}=\int_{-a}^{a} \int_{\mathbf{R}^{m}}\left|f\left(x_{0}+\underline{x}\right)\right|^{2} d \underline{x} d x_{0}<\infty
$$

Conversely, if there holds

$$
f(x)=\frac{1}{(2 \pi)^{m}} \int_{\mathbf{R}^{m}} e(x, \underline{\xi}) g(\underline{\xi}) d \underline{\xi}, \quad x \in S_{a}
$$

where $g(\underline{\xi})=\mathcal{F}(f)(\underline{\xi}) \in L^{2}\left(\mathbf{R}^{m}, C \ell_{0, m}(\mathbf{C})\right)$ such that

$$
\frac{1}{(2 \pi)^{m}} \int_{\mathbf{R}^{m}}\left(e^{2 a|\underline{\xi}|}-e^{-2 a|\underline{\xi}|}\right) \frac{|g(\underline{\xi})|^{2}}{2|\underline{\xi}|} d \underline{\xi}<\infty
$$

then we can conclude that $f \in A^{2}\left(S_{a}, C \ell_{0, m}(\mathbf{C})\right)$ by the above discussion.
In the following we will show (3.21). First, we show that the pointevaluation functional $T_{x}$ is a linear bounded functional. In fact, (3.22) implies

$$
\left|T_{x}(f)\right|=|f(x)| \leq C_{x}| | f \|_{A^{2}\left(S_{a}\right)}
$$

By the Riesz representation theorem, there exists a reproducing kernel function $B(w, \bar{x}) \in A^{2}\left(S_{a}, C \ell_{0, m}(\mathbf{C})\right)$ as a function with respect to $w$. Then we have

$$
\begin{align*}
f(x) & =\frac{1}{(2 \pi)^{m}} \int_{\mathbf{R}^{m}} e(x, \underline{\xi}) \mathcal{F}(f)(\underline{\xi}) d \underline{\xi} \\
= & \int_{-a}^{a} \int_{\mathbf{R}^{m}} \bar{B}(w, \bar{x}) f(w) d \underline{w} d w_{0}  \tag{3.25}\\
= & \frac{1}{(2 \pi)^{m}} \int_{-a}^{a} \int_{\mathbf{R}^{m}} \overline{\mathcal{F}(B)}(\underline{\xi}, \bar{x})\left(e^{-2 w_{0}|\underline{\xi}|} \chi_{+}(\underline{\xi})\right. \\
& \left.+e^{2 w_{0}|\underline{\xi}|} \chi_{-}(\underline{\xi})\right) \mathcal{F}(f)(\underline{\xi}) d \underline{\xi} d w_{0}
\end{align*}
$$

where we have used (2.1) and the fact that $\mathcal{F}\left(f\left(w_{0}+\cdot\right)\right)(\underline{\xi})=\left(e^{-w_{0}|\underline{\xi}|} \chi_{+}(\underline{\xi})+\right.$ $\left.e^{w_{0}|\underline{\xi}|} \chi_{-}(\underline{\xi})\right) \mathcal{F}(f)(\underline{\xi})$, and $\mathcal{F}(f)(\underline{\xi})$ is the Fourier transform of the restriction of $f$ to $\mathbf{R}^{\bar{m}}$.

Applying (3.25) to $\widetilde{B}(x, \bar{y})$ (see Remark 3 for its definition) and using the uniqueness of the Fourier transform, we can show that

$$
\begin{equation*}
\int_{-a}^{a} \overline{\mathcal{F}(B)}(\underline{\xi}, \bar{x})\left(e^{-2 w_{0}|\underline{\xi}|} \chi_{+}(\underline{\xi})+e^{2 w_{0}|\underline{\xi}|} \chi_{-}(\underline{\xi})\right) d w_{0}=e(x, \underline{\xi}) \tag{3.26}
\end{equation*}
$$

Thus

$$
\mathcal{F}(B)(\underline{\xi}, \bar{x})=\frac{2|\underline{\xi}|}{e^{2 a|\underline{\xi}|}-e^{-2 a|\underline{\xi}|}} e(\bar{x}, \underline{\xi}),
$$

and then

$$
B(w, \bar{x})=\frac{1}{(2 \pi)^{m}} \int_{\mathbf{R}^{m}} e(w+\bar{x}, \underline{\xi}) \frac{2|\underline{\xi}|}{e^{2 a|\underline{\xi}|}-e^{-2 a|\underline{\xi}|}} d \underline{\xi} .
$$

Remark 3. Combining the arguments used in Theorem 3.6 and in Lemma 3.3, we can prove

Theorem 3.7. $f \in A^{2}\left(\mathbf{R}_{ \pm, \mp a}^{m+1}, C \ell_{0, m}(\mathbf{C})\right)$ if and only if

$$
f(x)=\frac{1}{(2 \pi)^{m}} \int_{\mathbf{R}^{m}} e^{ \pm}(x, \underline{\xi}) g(\underline{\xi}) d \underline{\xi}, \quad x \in \mathbf{R}_{ \pm, \mp a}^{m+1}
$$

where $g(\underline{\xi})=\mathcal{F}(f)(\underline{\xi}) \in L^{2}\left(\mathbf{R}^{m}, C \ell_{0, m}(\mathbf{C})\right)$ such that

$$
\frac{1}{(2 \pi)^{m}} \int_{\mathbf{R}^{m}} e^{2 a|\underline{\xi}|} \frac{\left|\chi_{ \pm}(\underline{\xi}) g(\underline{\xi})\right|^{2}}{2|\underline{\xi}|} d \underline{\xi}<\infty
$$

By Theorem 3.6 and Theorem 3.7, we have

$$
A^{2}\left(\mathbf{R}_{+,-a}^{m+1}, C \ell_{0, m}(\mathbf{C})\right) \oplus A^{2}\left(\mathbf{R}_{-, a}^{m+1}, C \ell_{0, m}(\mathbf{C})\right) \subset A^{2}\left(S_{a}, C \ell_{0, m}(\mathbf{C})\right)
$$

Moreover, the Bergman kernels of $A^{2}\left(\mathbf{R}_{ \pm, \mp a}^{m+1}, C \ell_{0, m}(\mathbf{C})\right)$ are, respectively, given by

$$
\begin{aligned}
B_{ \pm, \mp a}(w, \bar{x}) & =\frac{1}{(2 \pi)^{m}} \int_{\mathbf{R}^{m}} 2|\underline{\xi}| e^{-2 a|\underline{\xi}|} e^{ \pm}(w+\bar{x}, \underline{\xi}) d \underline{\xi} \\
& =2 \frac{\partial}{\partial x_{0}} \frac{1}{(2 \pi)^{m}} \int_{\mathbf{R}^{m}} e^{-2 a|\underline{\xi}|} e^{ \pm}(w+\bar{x}, \underline{\xi}) d \underline{\xi} \\
& =\mp 2 \frac{\partial}{\partial x_{0}} S_{ \pm, \mp a}(w, \bar{x})
\end{aligned}
$$

where $S_{+,-a}(w, \bar{x})$ and $S_{-, a}(w, \bar{x})$ are the Szegö kernels given in the previous section. Then we can define $A^{2}\left(S_{a}, C \ell_{0, m}(\mathbf{C})\right) \ni \widetilde{B}(w, \bar{x})=B_{+,-a}(w, \bar{x})+$ $B_{-, a}(w, \bar{x})$.
Remark 4. Unlike the Hardy space case, we can only give a necessary condition for functions in $A^{p}\left(S_{a}, C \ell_{0, m}(\mathbf{C})\right), 1 \leq p<2$.

Theorem 3.8. If $f \in A^{p}\left(S_{a}, C \ell_{0, m}(\mathbf{C})\right), 1 \leq p \leq 2$, then there exists a function $g$ such that

$$
f(x)=\frac{1}{(2 \pi)^{m}} \int_{\mathbf{R}^{m}} e(x, \underline{\xi}) g(\underline{\xi}) d \underline{\xi},
$$

where $g(\underline{\xi})=\mathcal{F}(f)(\underline{\xi}) \in L^{q}\left(\mathbf{R}^{m}, C \ell_{0, m}(\mathbf{C})\right)$, satisfies for $1<p \leq 2, q=\frac{p}{p-1}$,

$$
\begin{equation*}
\left(\frac{1}{2} \int_{\mathbf{R}^{m}}\left(e^{p a|\underline{\xi}|}-e^{-p a|\underline{\xi}|}\right)^{\frac{q}{p}} \frac{\left|\chi_{+}(\underline{\xi}) g(\underline{\xi})\right|^{q}+\left|\chi_{-}(\underline{\xi}) g(\underline{\xi})\right|^{q}}{(p|\underline{\xi}|)^{\frac{q}{p}}} d \underline{\xi}\right)^{\frac{1}{q}} \leq C_{p}\|f\|_{A^{p}\left(S_{a}\right)} \tag{3.27}
\end{equation*}
$$

and for $p=1, q=\infty$,

$$
\begin{equation*}
\frac{1}{2} \sup _{\underline{\xi \in \mathbf{R}^{m}}}\left(e^{a|\underline{\xi}|}-e^{-a|\underline{\xi}|}\right) \frac{\left|\chi_{+}(\underline{\xi}) g(\underline{\xi})\right|+\left|\chi_{-}(\underline{\xi}) g(\underline{\xi})\right|}{|\underline{\xi}|} \leq C_{1}\|f\|_{A^{1}\left(S_{a}\right)} \tag{3.28}
\end{equation*}
$$

Proof. The proof is similar to that of Theorem 3.6. For $1 \leq p<2,|f|^{p}$ is subharmonic, that makes the argument in the proof of Theorem 3.6 applicable to the present case. In fact, we let $f \in A^{p}\left(S_{a}, C \ell_{0, m}(\mathbf{C})\right)$, and $f^{\delta}$ the restriction of $f$ to $\left\{x \in S_{a}:\left|x_{0}\right|<a-\delta\right\}$. By the subharmonicity of $|f|^{p}$ and the argument used Theorem 3.6, we have $f^{\delta} \in H^{p}\left(S_{(a-\delta)}, C \ell_{0, m}(\mathbf{C})\right)$. Then, by Theorem 3.4, we have

$$
f^{\delta}(x)=\frac{1}{(2 \pi)^{m}} \int_{\mathbf{R}^{m}} e(x, \underline{\xi}) \mathcal{F}(f)(\underline{\xi}) d \underline{\xi}=\frac{1}{(2 \pi)^{m}} \int_{\mathbf{R}^{m}} e(x, \underline{\xi}) g(\underline{\xi}) d \underline{\xi}
$$

and

$$
\begin{aligned}
\mathcal{F}\left(f^{\delta}\left(x_{0}+\cdot\right)\right)(\underline{\xi}) & =\left(e^{-x_{0}|\underline{\xi}|} \chi_{+}(\underline{\xi})+e^{x_{0}|\underline{\xi}|} \chi_{-}(\underline{\xi})\right) \mathcal{F}(f)(\underline{\xi}) \\
& =\left(e^{-x_{0}|\underline{\xi}|} \chi_{+}(\underline{\xi})+e^{x_{0}|\underline{\xi}|} \chi_{-}(\underline{\xi})\right) g(\underline{\xi}) .
\end{aligned}
$$

Since the above equalities holds for all $0<\delta<a$, we have

$$
f(x)=\frac{1}{(2 \pi)^{m}} \int_{\mathbf{R}^{m}} e(x, \underline{\xi}) \mathcal{F}(f)(\underline{\xi}) d \underline{\xi}=\frac{1}{(2 \pi)^{m}} \int_{\mathbf{R}^{m}} e(x, \underline{\xi}) g(\underline{\xi}) d \underline{\xi} .
$$

and

$$
\begin{aligned}
\mathcal{F}\left(f\left(x_{0}+\cdot\right)\right)(\underline{\xi}) & =\left(e^{-x_{0}|\underline{\xi}|} \chi_{+}(\underline{\xi})+e^{x_{0}|\underline{\xi}|} \chi_{-}(\underline{\xi})\right) \mathcal{F}(f)(\underline{\xi}) \\
& =\left(e^{-x_{0}|\underline{\xi}|} \chi_{+}(\underline{\xi})+e^{x_{0}|\underline{\xi}|} \chi_{-}(\underline{\xi})\right) g(\underline{\xi}) .
\end{aligned}
$$

Next we will prove (3.27) and (3.28). We first consider the case $1<p<$ $2, q=\frac{p}{p-1}$. By Hausdorff-Young's inequality, there holds

$$
\begin{aligned}
& \left(\int_{\mathbf{R}^{m}}\left|e^{-x_{0}|\underline{\xi}|} \chi_{+}(\underline{\xi}) g(\underline{\xi})+e^{x_{0}|\underline{\xi}|} \chi_{-}(\underline{\xi}) g(\underline{\xi})\right|^{q} d \underline{\xi}\right)^{\frac{1}{q}} \\
& \quad \leq C_{p}\left(\int_{\mathbf{R}^{m}}\left|f\left(x_{0}+\underline{x}\right)\right|^{p} d \underline{x}\right)^{\frac{1}{p}}
\end{aligned}
$$

Consequently, using the fact $\chi_{+} \chi_{-}=\chi_{-} \chi_{+}=0$, we have

$$
\left(\int_{\mathbf{R}^{m}}\left|e^{-x_{0}|\underline{\xi}|} \chi_{+}(\underline{\xi}) g(\underline{\xi})\right|^{q} d \underline{\xi}\right)^{\frac{1}{q}} \leq C_{p}\left(\int_{\mathbf{R}^{m}}\left|f\left(x_{0}+\underline{x}\right)\right|^{p} d \underline{x}\right)^{\frac{1}{p}}
$$

and

$$
\left(\int_{\mathbf{R}^{m}}\left|e^{x_{0}|\underline{\xi}|} \chi_{-}(\underline{\xi}) g(\underline{\xi})\right|^{q} d \underline{\xi}\right)^{\frac{1}{q}} \leq C_{p}\left(\int_{\mathbf{R}^{m}}\left|f\left(x_{0}+\underline{x}\right)\right|^{p} d \underline{x}\right)^{\frac{1}{p}}
$$

Then by Minkowski's inequality,

$$
\begin{aligned}
& \left(\int_{\mathbf{R}^{m}}\left(\int_{-a}^{a}\left|\chi_{+}(\underline{\xi}) g(\underline{\xi})\right|^{p} e^{-p x_{0}|\underline{\xi}|} d x_{0}\right)^{\frac{q}{p}} d \underline{\xi}\right)^{\frac{p}{q}} \\
& \quad \leq \int_{-a}^{a}\left(\int_{\mathbf{R}^{m}}\left|\chi_{+}(\underline{\xi}) g(\underline{\xi})\right|^{q} e^{-q x_{0}|\underline{\xi}|} d \underline{\xi}\right)^{\frac{p}{q}} d x_{0} \\
& \quad \leq C_{p}^{p} \int_{-a}^{a} \int_{\mathbf{R}^{m}}\left|f\left(x_{0}+\underline{x}\right)\right|^{p} d \underline{x} d x_{0}
\end{aligned}
$$

which gives

$$
\left(\int_{\mathbf{R}^{m}}\left(e^{p a|\underline{\xi}|}-e^{-p a|\underline{\xi}|}\right)^{\frac{q}{p}} \frac{\left|\chi_{+}(\underline{\xi}) g(\underline{\xi})\right|^{q}}{(p|\underline{\xi}|)^{\frac{q}{p}}} d \underline{\xi}\right)^{\frac{1}{q}} \leq C_{p}\|f\|_{A^{p}\left(S_{a}\right)}
$$

Similarly, there holds

$$
\left(\int_{\mathbf{R}^{m}}\left(e^{p a|\underline{\xi}|}-e^{-p a|\underline{\xi}|}\right)^{\frac{q}{p}} \frac{|\chi-(\underline{\xi}) g(\underline{\xi})|^{q}}{(p|\underline{\xi}|)^{\frac{q}{p}}} d \underline{\xi}\right)^{\frac{1}{q}} \leq C_{p}| | f \|_{A^{p}\left(S_{a}\right)}
$$

Therefore, for $1<p<2, q=\frac{p}{p-1}$
$\left(\frac{1}{2} \int_{\mathbf{R}^{m}}\left(e^{p a|\underline{\xi}|}-e^{-p a|\underline{\xi}|}\right)^{\frac{q}{p}} \frac{\left|\chi_{+}(\underline{\xi}) g(\underline{\xi})\right|^{q}+\left|\chi_{-}(\underline{\xi}) g(\underline{\xi})\right|^{q}}{(p|\underline{\xi}|)^{\frac{q}{p}}} d \underline{\xi}\right)^{\frac{1}{q}} \leq C_{p}\|f\|_{A^{p}\left(S_{a}\right)}$.
For the case $p=1, q=\infty$, by the definition of the Fourier transform, there holds

$$
\sup _{\underline{\xi} \in \mathbf{R}^{m}}\left|e^{-x_{0}|\underline{\xi}|} \chi_{+}(\underline{\xi}) g(\underline{\xi})+e^{x_{0}|\underline{\xi}|} \chi_{-}(\underline{\xi}) g(\underline{\xi})\right| \leq C_{1} \int_{\mathbf{R}^{m}}\left|f\left(x_{0}+\underline{x}\right)\right| d \underline{x}
$$

which gives

$$
\sup _{\underline{\xi} \in \mathbf{R}^{m}}\left|e^{-x_{0}|\underline{\xi}|} \chi_{+}(\underline{\xi}) g(\underline{\xi})\right| \leq C_{1} \int_{\mathbf{R}^{m}}\left|f\left(x_{0}+\underline{x}\right)\right| d \underline{x}
$$

and

$$
\sup _{\underline{\xi} \in \mathbf{R}^{m}}\left|e^{x_{0}|\underline{\xi}|} \chi_{-}(\underline{\xi}) g(\underline{\xi})\right| \leq C_{1} \int_{\mathbf{R}^{m}}\left|f\left(x_{0}+\underline{x}\right)\right| d \underline{x} .
$$

Consequently, taking integration to the both sides with respect to $x_{0}$, we have

$$
\begin{aligned}
\frac{1}{2} \sup _{\underline{\xi} \in \mathbf{R}^{m}}\left(e^{a|\underline{\xi}|}-e^{-a|\underline{\xi}|}\right) \frac{\left|\chi_{+}(\underline{\xi}) g(\underline{\xi})\right|+\left|\chi_{-}(\underline{\xi}) g(\underline{\xi})\right|}{|\underline{\xi}|} & \leq \int_{-a}^{a} \int_{\mathbf{R}^{m}}\left|f\left(x_{0}+\underline{x}\right)\right| d \underline{x} d x_{0} \\
& =C_{1}\|f\|_{A^{1}\left(S_{a}\right)}
\end{aligned}
$$

Next we give some pointwise estimates of the Bergman kenel $B(w, \bar{x})$.
Lemma 3.9. For the Bergman kernel $B(w, \bar{x})$, we have

$$
\begin{equation*}
\frac{c}{\left(a-\left|x_{0}\right|\right)^{m+1}} \leq B(x, \bar{x}) \leq \frac{C}{\left(a-\left|x_{0}\right|\right)^{m+1}} \tag{3.29}
\end{equation*}
$$

and for $|\underline{w}+\underline{\bar{x}}| \geq 1$,

$$
\begin{equation*}
|B(w, \bar{x})| \leq \frac{M}{|\underline{w}+\underline{\bar{x}}|^{\frac{m-1}{2}}\left(2 a-\left|w_{0}+x_{0}\right|\right)^{\frac{m+3}{2}}} \tag{3.30}
\end{equation*}
$$

for $m=2 l+1, l=1,2, \ldots$, and

$$
\begin{equation*}
|B(w, \bar{x})| \leq \frac{M}{|\underline{w}+\underline{\bar{x}}|^{\frac{m-1}{2}}\left(2 a-\left|w_{0}+x_{0}\right|\right)^{\frac{m+4}{2}}} \tag{3.31}
\end{equation*}
$$

for $m=2 l, l=1,2, \ldots$, where $M$ is a constant that is independent of $w$ and $x$.

Proof. We first consider (3.29). Note that

$$
\begin{aligned}
\|B(\cdot, \bar{x})\|_{A^{2}\left(S_{a}\right)}^{2}= & B(x, \bar{x}) \\
= & \frac{1}{(2 \pi)^{m}} \int_{\mathbf{R}^{m}} e^{-2 x_{0}|\underline{\xi}|} \chi+(\underline{\xi}) \frac{2|\underline{\xi}|}{e^{2 a|\underline{\xi}|}-e^{-2 a|\underline{\xi}|}} d \underline{\xi}+ \\
& \frac{1}{(2 \pi)^{m}} \int_{\mathbf{R}^{m}} e^{2 x_{0}|\underline{\xi}|} \chi-(\underline{\xi}) \frac{2|\underline{\xi}|}{e^{2 a|\underline{\xi}|}-e^{-2 a|\underline{\xi}|} \underline{\xi} .}
\end{aligned}
$$

Thus we must have

$$
\begin{align*}
B(x, & \bar{x})=\frac{2}{(2 \pi)^{m}}\left(\int_{\mathbf{R}^{m}} e^{-2 x_{0}|\underline{\xi}|} \chi+(\underline{\xi}) \frac{|\underline{\xi}|}{e^{2 a|\underline{\xi}|}-e^{-2 a|\underline{\xi}|}} d \underline{\xi}\right. \\
& \left.+\int_{\mathbf{R}^{m}} e^{2 x_{0}|\underline{\xi}|} \chi-(\underline{\xi}) \frac{|\underline{\xi}|}{e^{2 a|\underline{\xi}|}-e^{-2 a \mid \underline{\xi}}} d \underline{\xi}\right) \\
= & \frac{2}{(2 \pi)^{m}} \int_{S^{m-1}}\left(\int_{0}^{\infty} e^{-2\left(x_{0}+a\right) r} \frac{\left(1+\underline{\xi}^{\prime}\right) r^{m}}{1-e^{-4 a r}} d r d \sigma\left(\underline{\xi}^{\prime}\right)+\right. \\
& \left.\times \int_{0}^{\infty} e^{2\left(x_{0}-a\right) r} \frac{\left(1-\underline{\xi}^{\prime}\right) r^{m}}{1-e^{-4 a r}} d r\right) d \sigma\left(\underline{\xi}^{\prime}\right)  \tag{3.32}\\
= & \frac{2}{(2 \pi)^{m}} \int_{S^{m-1}} d \sigma\left(\underline{\xi}^{\prime}\right) \int_{0}^{\infty}\left(e^{-2\left(x_{0}+a\right) r}+e^{2\left(x_{0}-a\right) r}\right) \frac{r^{m}}{1-e^{-4 a r}} d r \\
\geq & \frac{4 \sigma_{m-1}}{(2 \pi)^{m}} \int_{0}^{\infty} e^{-2\left(a-\left|x_{0}\right|\right) r} r^{m} d r \\
= & \frac{4 m!\sigma_{m-1}}{(2 \pi)^{m}} \frac{1}{\left(2\left(a-\left|x_{0}\right|\right)\right)^{m+1}} \\
\geq & \frac{c}{\left(a-\left|x_{0}\right|\right)^{m+1}},
\end{align*}
$$

where we have used the fact $\int_{S^{m-1}} \underline{\xi}^{\prime} d \sigma\left(\underline{\xi}^{\prime}\right)=0$.
For the left-hand side of (3.29), by the third equality of (3.32), we have

$$
\begin{aligned}
B(x, \bar{x}) & \leq \frac{8 \sigma_{m-1}}{(2 \pi)^{m}}\left(\int_{0}^{\infty} e^{-2\left(a-\left|x_{0}\right|\right) r} r^{m} \sum_{k=0}^{\infty} e^{-4 a k r}\right) \\
& =\frac{8 \sigma_{m-1}}{(2 \pi)^{m}} \sum_{k=0}^{\infty}\left(\int_{0}^{\infty} e^{-2\left(a-\left|x_{0}\right|\right) r} r^{m} e^{-4 a k r}\right) \\
& =\frac{8 m!\sigma_{m-1}}{(2 \pi)^{m} 2^{m+1}} \sum_{k=0}^{\infty} \frac{1}{\left((2 k+1) a-\left|x_{0}\right|\right)^{m+1}} \\
& \leq \frac{8 m!\sigma_{m-1}}{(2 \pi)^{m} 2^{m+1}} \sum_{k=0}^{\infty} \frac{1}{\left(2 k a+a-\left|x_{0}\right|\right)^{m+1}} \\
& \leq \frac{1}{\left(a-\left|x_{0}\right|\right)^{m+1}} \frac{4 m!C_{m}}{(2 \pi)^{m} 2^{m+1}} \sum_{k=0}^{\infty} \frac{1}{\left(\frac{2 k a}{a-\left|x_{0}\right|}+1\right)^{m+1}} \\
& \leq \frac{1}{\left(a-\left|x_{0}\right|\right)^{m+1}} \frac{4 m!C_{m}}{(2 \pi)^{m} 2^{m+1}} \sum_{k=0}^{\infty} \frac{1}{(2 k+1)^{m+1}} \\
& =\frac{C}{\left(a-\left|x_{0}\right|\right)^{m+1}} .
\end{aligned}
$$

In the following we will prove (3.30) and (3.31) by using the argument similar to Lemma 3.1. First we recall that $\omega_{\frac{m-2}{2}}=\Gamma\left(\frac{m-1}{2}\right) \Gamma\left(\frac{1}{2}\right)$, and $J_{k}(t)$ is
the Bessel function given by

$$
J_{k}(t)=\frac{\left(\frac{t}{2}\right)^{k}}{\omega_{k}} \int_{-1}^{1} e^{i t s}\left(1-s^{2}\right)^{\frac{2 k-1}{2}} d s, \quad k>-\frac{1}{2}
$$

Note that

$$
\begin{aligned}
& B(w, \bar{x})=\frac{1}{(2 \pi)^{m}} \int_{\mathbf{R}^{m}} \frac{|\underline{\xi}|}{e^{2 a|\underline{\xi}|}-e^{-2 a|\underline{\xi}|}}\left(e^{-\left(w_{0}+x_{0}\right)|\underline{\xi}|}(1+i \underline{\underline{\xi}})\right. \\
& \left.\quad+e^{\left(w_{0}+x_{0}\right)|\underline{\xi}|}\left(1-i \frac{\xi}{|\underline{\xi}|}\right)\right) e^{i\langle\underline{w}+\underline{\bar{x}}, \underline{\xi}\rangle} d \underline{\xi} \\
& \quad=\frac{1}{(2 \pi)^{m}} \int_{\mathbf{R}^{m}} \frac{|\underline{\xi}|}{e^{2 a|\underline{\xi}|}-e^{-2 a|\underline{\xi}|}}\left(e^{-\left(w_{0}+x_{0}\right)|\underline{\xi}|}+e^{\left(w_{0}+x_{0}\right)|\underline{\xi}|}\right) e^{i\langle\underline{w}+\underline{\bar{x}}, \underline{\xi}\rangle} d \underline{\xi}+ \\
& \frac{1}{(2 \pi)^{m}} \int_{\mathbf{R}^{m}} \frac{|\underline{\xi}|}{e^{2 a|\underline{\xi}|}-e^{-2 a|\underline{\xi}|}}\left(e^{-\left(w_{0}+x_{0}\right)|\underline{\xi}|}-e^{\left(w_{0}+x_{0}\right)|\underline{\xi}|}\right) i \underline{\xi}|\underline{\xi}|
\end{aligned} e^{i\langle\underline{w}+\underline{\bar{x}},, \xi\rangle} d \underline{\xi}, \quad \begin{aligned}
& \quad=I_{1}+I_{2} .
\end{aligned}
$$

As in Lemma 3.1, we have

$$
\begin{aligned}
\left|I_{1}\right| & =\left|\frac{1}{(2 \pi)^{m}} \int_{0}^{\infty} \int_{S^{m-1}} \frac{\left(e^{-\left(w_{0}+x_{0}\right) r}+e^{\left(w_{0}+x_{0}\right) r}\right) r^{m}}{e^{2 a r}-e^{-2 a r}} e^{i\left\langle\underline{w}+\underline{\bar{x}}, \underline{\xi}^{\prime}\right\rangle} d \sigma\left(\underline{\xi^{\prime}}\right) d r\right| \\
& =\left\lvert\, \frac{\omega_{\frac{m-2}{2}}^{(2 \pi)^{m}}}{l} \int_{0}^{\infty} \frac{\left(e^{-\left(w_{0}+x_{0}\right) r}+e^{\left(w_{0}+x_{0}\right) r}\right) r^{m}}{e^{2 a r}-e^{-2 a r}}\right. \\
& \left.\times \cdot(r|\underline{w}+\underline{\bar{x}}|)^{-\frac{m-2}{2}} J_{\frac{m-2}{2}}(r|\underline{w}+\underline{\bar{x}}|) d r \right\rvert\, \\
& \leq \frac{M_{1}}{\mid \underline{w}+\underline{\bar{x}}^{\left.\right|^{\frac{m-1}{2}}}} \int_{0}^{\infty} \frac{\left(e^{-\left(2 a+w_{0}+x_{0}\right) r}+e^{-\left(2 a-\left(w_{0}+x_{0}\right)\right) r}\right) r^{\frac{m+1}{2}}}{1-e^{-4 a r}} d r \\
& \leq \frac{2 M_{1}}{|\underline{w}+\underline{\bar{x}}|^{\frac{m-1}{2}}} \int_{0}^{\infty} \frac{e^{-\left(2 a-\left|w_{0}+x_{0}\right|\right) r} r^{\frac{m+1}{2}}}{1-e^{-4 a r}} d r \\
& =\frac{2 M_{1}}{|\underline{w}+\underline{\bar{x}}|^{\frac{m-1}{2}}} \sum_{k=0}^{\infty} \int_{0}^{\infty} e^{-\left(2 a(2 k+1)-\left|w_{0}+x_{0}\right|\right) r} r^{\frac{m+1}{2}} d r .
\end{aligned}
$$

When $m=2 l+1, l \geq 1$,

$$
\begin{aligned}
\left|I_{1}\right| & \leq \frac{2 M_{1}}{|\underline{w}+\underline{\bar{x}}|^{\frac{m-1}{2}} \sum_{k=0}^{\infty} \frac{1}{\left(2 a(2 k+1)-\left|w_{0}+x_{0}\right|\right)^{\frac{m+3}{2}}}} \\
& \leq \frac{2 M_{1}}{|\underline{w}+\bar{x}|^{\frac{m-1}{2}}\left(2 a-\left|w_{0}+x_{0}\right|\right)^{\frac{m+3}{2}}} \sum_{k=0}^{\infty} \frac{1}{(2 k+1)^{\frac{m+3}{2}}} \\
& \leq \frac{M_{2}}{|\underline{w}+\bar{x}|^{\frac{m-1}{2}}\left(2 a-\left|w_{0}+x_{0}\right|\right)^{\frac{m+3}{2}}} .
\end{aligned}
$$

When $m=2 l, l \geq 1$,
$\left|I_{1}\right|$

$$
\begin{aligned}
& \leq \frac{2 M_{1}}{|\underline{w}+\underline{\bar{x}}|^{\frac{m-1}{2}}} \sum_{k=0}^{\infty} \frac{1}{\left(2 a(2 k+1)-\left|w_{0}+x_{0}\right|\right)^{\frac{m}{2}}} \int_{0}^{\infty} e^{-\left(2 a(2 k+1)-\left|w_{0}+x_{0}\right|\right) r} r^{\frac{1}{2}} d r \\
& \leq \frac{2 M_{1}}{|\underline{w}+\bar{x}|^{\frac{m-1}{2}}} \sum_{k=0}^{\infty}\left(\frac{1}{\left(2 a(2 k+1)-\left|w_{0}+x_{0}\right|\right)^{\frac{m+2}{2}}}+\right. \\
& \left.\times \frac{1}{\left(2 a(2 k+1)-\left|w_{0}+x_{0}\right|\right)^{\frac{m+4}{2}}}\right) \\
& \leq \frac{2 M_{1}}{|\underline{w}+\underline{\bar{x}}|^{\frac{m-1}{2}}\left(2 a-\left|w_{0}+x_{0}\right|\right)^{\frac{m+4}{2}}} \sum_{k=0}^{\infty}\left(\frac{2 a-\left|w_{0}+x_{0}\right|}{(2 k+1)^{\frac{m+2}{2}}}+\frac{1}{(2 k+1)^{\frac{m+4}{2}}}\right) \\
& \leq \frac{M_{2}^{\prime}}{|\underline{w}+\underline{\bar{x}}|^{\frac{m-1}{2}}\left(2 a-\left|w_{0}+x_{0}\right|\right)^{\frac{m+4}{2}}} .
\end{aligned}
$$

For $I_{2}$, we note that

$$
I_{2}=\frac{i}{(2 \pi)^{m}} \int_{0}^{\infty} \int_{S^{m-1}} \frac{\left(e^{-\left(w_{0}+x_{0}\right) r}+e^{\left(w_{0}+x_{0}\right) r}\right) r^{m}}{e^{2 a r}-e^{-2 a r}} e^{i r\left\langle\underline{w}+\underline{\bar{x}}, \underline{\xi}^{\prime}\right\rangle} \underline{\xi}^{\prime} d \sigma\left(\underline{\xi}^{\prime}\right) d r
$$

Using exactly the same argument as in Lemma 3.1, we introduce $I_{21}$ and $I_{22}$, where

$$
\begin{aligned}
I_{21} & =\int_{0}^{\pi} e^{i r|\underline{w}+\underline{\bar{x}}| \cos \theta_{1}} \cos \theta_{1}\left(\sin \theta_{1}\right)^{m-2} d \theta_{1} \\
& =\frac{i \omega \frac{m}{2}}{m-1}(r|\underline{w}+\underline{\bar{x}}|)^{-\frac{m}{2}+1} J_{\frac{m}{2}}(r|\underline{w}+\underline{\bar{x}}|)
\end{aligned}
$$

and

$$
\begin{aligned}
I_{22} & =\int_{0}^{\pi} e^{i r|\underline{w}+\underline{\bar{x}}| \cos \theta_{1}} \sin \theta_{1}\left(\sin \theta_{1}\right)^{m-2} d \theta_{1} \\
& =\omega_{\frac{m-1}{2}}(r|\underline{x}|)^{-\frac{m-1}{2}} J_{\frac{m-1}{2}}(r|\underline{w}+\underline{\bar{x}}|) .
\end{aligned}
$$

As in Lemma 3.1 again, to estimate $I_{2}$, it suffices to estimate

$$
\begin{equation*}
\left|\int_{0}^{\infty} \frac{\left(e^{-\left(w_{0}+x_{0}\right) r}+e^{\left(w_{0}+x_{0}\right) r}\right) r^{m}}{e^{2 a r}-e^{-2 a r}}(r|\underline{w}+\underline{\bar{x}}|)^{-\frac{m}{2}+1} J_{\frac{m}{2}}(r|\underline{w}+\underline{\bar{x}}|) d r\right| \tag{3.33}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\int_{0}^{\infty} \frac{\left(e^{-\left(w_{0}+x_{0}\right) r}+e^{\left(w_{0}+x_{0}\right) r}\right) r^{m}}{e^{2 a r}-e^{-2 a r}}(r|\underline{w}+\underline{\bar{x}}|)^{-\frac{m-1}{2}} J_{\frac{m-1}{2}}(r|\underline{w}+\underline{\bar{x}}|) d r\right| . \tag{3.34}
\end{equation*}
$$

For (3.33), we have

$$
\begin{align*}
= & \left\lvert\, \sum_{k=0}^{\infty} \frac{1}{|\underline{w}+\underline{\bar{x}}|^{\frac{m}{2}}} \int_{0}^{\infty}\left(e^{-\left(2 a(2 k+1)+w_{0}+x_{0}\right) r}+e^{-\left(2 a(2 k+1)-\left(w_{0}+x_{0}\right)\right)}\right)\right.  \tag{3.33}\\
& \left.\cdot r^{\frac{m}{2}+1}|\underline{w}+\underline{\bar{x}}| J_{\frac{m}{2}}(r|\underline{w}+\underline{\bar{x}}|) d r \right\rvert\, \\
\leq & \frac{M_{3}}{|\underline{w}+\overline{\bar{x}}|^{\frac{m-1}{2}}} \sum_{k=0}^{\infty} \int_{0}^{\infty}\left|\left(e^{-\left(2 a(2 k+1)+w_{0}+x_{0}\right) r}+e^{-\left(2 a(2 k+1)-\left(w_{0}+x_{0}\right)\right)}\right) r^{\frac{m+1}{2}}\right| d r \\
\leq & \frac{2 M_{3}}{|\underline{w}+\underline{\bar{x}}|^{\frac{m-1}{2}}} \sum_{k=0}^{\infty} \int_{0}^{\infty} e^{-\left(2 a(2 k+1)-\left|w_{0}+x_{0}\right|\right) r} r^{\frac{m+1}{2}} d r .
\end{align*}
$$

Similar to the discussion for $I_{1}$, we have that

$$
(3.33) \leq \frac{M_{4}}{|\underline{w}+\underline{\bar{x}}|^{\frac{m-1}{2}}\left(2 a-\left|w_{0}+x_{0}\right|\right)^{\frac{m+3}{2}}}
$$

for $m=2 l+1, l=1,2, \ldots$, and

$$
(3.33) \leq \frac{M_{4}^{\prime}}{|\underline{w}+\underline{\bar{x}}|^{\frac{m-1}{2}}\left(2 a-\left|w_{0}+x_{0}\right|\right)^{\frac{m+4}{2}}}
$$

for $m=2 l, l=1,2, \ldots$.
For (3.34), we have

$$
\begin{align*}
= & \left\lvert\, \sum_{k=0}^{\infty} \frac{1}{|\underline{w}+\bar{x}|^{\frac{m-1}{2}}} \int_{0}^{\infty}\left(e^{-\left(2 a(2 k+1)+w_{0}+x_{0}\right) r}+e^{-\left(2 a(2 k+1)-\left(w_{0}+x_{0}\right)\right) r}\right)\right.  \tag{3.34}\\
& \left.\cdot r^{\frac{m+1}{2}} J_{\frac{m-1}{2}}(r|\underline{w}+\underline{\bar{x}}|) d r \right\rvert\, \\
\leq & \frac{M_{5}}{|\underline{w}+\bar{x}|^{\frac{m}{2}}} \sum_{k=0}^{\infty} \int_{0}^{\infty} e^{-\left(2 a(2 k+1)-\left|w_{0}+x_{0}\right|\right) r} r^{\frac{m}{2}} d r .
\end{align*}
$$

Consequently,

$$
(3.34) \leq \frac{M_{6}}{|\underline{w}+\underline{\bar{x}}|^{\frac{m}{2}}\left(2 a-\left|w_{0}+x_{0}\right|\right)^{\frac{m+3}{2}}}
$$

for $m=2 l+1, l=1,2, \ldots$, and

$$
(3.34) \leq \frac{M_{6}^{\prime}}{|\underline{w}+\underline{\bar{x}}|^{\frac{m}{2}}\left(2 a-\left|w_{0}+x_{0}\right|\right)^{\frac{m+2}{2}}}
$$

for $m=2 l, l=1,2, \ldots$.
Therefore, we have for $|\underline{w}+\underline{\bar{x}}| \geq 1$,

$$
|B(w, \bar{x})| \leq \frac{M}{|\underline{w}+\underline{\bar{x}}|^{\frac{m-1}{2}}\left(2 a-\left|w_{0}+x_{0}\right|\right)^{\frac{m+3}{2}}}
$$

for $m=2 l+1, l=1,2, \ldots$, and

$$
|B(w, \bar{x})| \leq \frac{M}{|\underline{w}+\underline{\bar{x}}|^{\frac{m-1}{2}}\left(2 a-\left|w_{0}+x_{0}\right|\right)^{\frac{m+4}{2}}}
$$

for $m=2 l, l=1,2, \ldots$, where $M$ is a constant that is independent of $w$ and $x$.
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