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The concepts of intrinsic mode functions and mono-components are investigated in rela-
tion to the empirical mode decomposition. Mono-components are defined to be the
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1. Introduction

In Ref. 6 and the related literature, an iterative algorithm for decomposing signals,
called empirical mode decomposition (EMD), is proposed and implemented to prac-
tical problems. The algorithm procedure results a certain type of functions, called
intrinsic mode functions (IMFs) that do not have a mathematical definition but
have the following properties:

(i) Between every pair of consecutive local extremal points there is exactly one
zero-crossing; and

(ii) it exhibits zero “local mean”.

The condition (i) is exact, but (ii) is not. Condition (ii) depends on the types of
the functions (e.g. splines) adopted in the construction of “envelope functions” in
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the EMD algorithm. A function is or is not an IMF, as a matter of fact, has to
be in accordance with the certain EMD algorithm adopted. The only way to show
a function to be an IMF of a certain EMD is to show that it cannot be further
decomposed by the EMD. The EMD algorithm adopted by the present paper is
based on a filter bank developed by G. Rilling and his collaborators, with the last
update in May 2005 (run by Matlab 6.1).

The initiates of EMD expected that each IMF, denoted by ψ, is well-behaved
with Hilbert transformation, and has “instantaneous frequency”. This requires that
there is a phase-amplitude modulation for ψ, ie.

ψ(t) = ρ(t) cos θ(t) (1.1)

that satisfies the Hilbert transform condition

H[ρ cos θ](t) = ρ sin θ; (1.2)

and, furthermore,

θ′(t) ≥ 0, a.e. (1.3)

Requirement (1.2) in relation to Hilbert transformation can be easily satisfied
for any signal with finite energy (i.e. ψ ∈ L2). It involves the construction of the
associated analytic signal, Aψ, through the Hilbert transform Hψ, viz.

Aψ(t) = ψ(t) + iHψ(t) = ρ(t)eiθ(t),

and, therefore,

ψ(t) = ρ(t) cos θ(t), Hψ = H[ρ cos θ] = ρ sin θ.

We call the amplitude-phase modulation obtained via the associated analytic signal
the analytic modulation, and the corresponding amplitude and phase functions the
analytic amplitude and analytic phase functions, respectively. It may be shown, via
a direct computation using the property H2 = −I, I being the identity operator,
and (1.2) is equivalent to the eigenfunction condition

H(ρeiθ) = −iρeiθ. (1.4)

It is easy to show that the converse is also true: If (1.1) and (1.2) hold, then ρ

and eiθ have to coincide with those obtained through the associated analytic signal
based on Hilbert transformation.

We note that for signals with finite energy the associated analytic signal is
uniquely determined, and so are the associated analytic amplitude and phase. We
say that the analytic instantaneous frequency is defined if and only if the analytic
phase function θ(t) enjoys the property (1.3), and in the case the analytic instan-
taneous frequency is defined to be θ′(t). The requirement (1.3) is based on the
theory and practice of signal analysis. These Hilbert-transformation-related con-
cepts are closely related to the so called physically realizable signals in physics, and
analytic (holomorphic) functions in complex analysis, in particular the functions in
the Hardy Hp spaces.
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Turning back to the IMFs, one finds that one cannot expect the relation (1.3) to
hold for the associated analytic phase functions of the IMFs in general. In Ref. 15,
certain IMFs are constructed to show that their analytic instantaneous frequency
does not exist: The derivative θ′(t) in some cases changes sign in adjacent intervals.
Reference 15, on the other hand, proposes an alternative of this situation. The
authors call the functions that satisfy the above condition (i) weak-IMF, and show
that if a function f is C2[a, b], and both f and its derivative f ′ have only simple
zeros, then f is a weak-IMF if and only if it is a solution of a certain self-adjoint
ODE

(Pf ′)′ +Qf = 0,

where P and Q are some differentiable and positive functions. Indeed, under the
Prüfer substitution P (t)f ′(t) = ρ(t) cos θ(t), f(t) = ρ(t) sin θ(t) to solve the equa-
tion, we have θ′(t) > 0, and hence f has a monotone phase and possess positive
instantaneous frequency θ′(t). Such defined instantaneous frequency from the Prüfer
substitution is, as a matter of fact, a non-analytic instantaneous frequency. That is
to say, by expressing a weak-IMF f as a Prüfer-solution of a self-adjoint ODE with
the form

f(t) = ρ(t) cos θ1(t),

we have a positive frequency θ′1, However,

Hf(t) 6= ρ(t) sin θ1(t),

in general. That is, for a general weak IMF, (1.3) holds but (1.2) does not. On the
other hand, the analytic modulation of any signal of finite energy satisfies (1.2) but
may not for (1.3). This describes the situation as stated in the traditional Chinese
philosophy: “One cannot get fish and bear’s paw at the same time” (Mencius). The
authors15 subsequently suggest “In the final analysis, practitioners in signal pro-
cessing will make the decision on when the use of analyticity is appropriate, and to
what extend a non-monotone phase is necessary”. Apart from lack of analyticity,
another draw-back of the Prüfer-“instantaneous frequency” is: The positive instan-
taneous frequency is not determined by the signal itself. Indeed, in producing such
an instantaneous frequency, through an ODE and its solution, one depends on a
randomly chosen envelop of the original signal from a wide class of functions (see
the proof of Theorem 3.1 of Ref. 15 on the selection of the envelop function R).
The method of Ref. 15 in this regards, like EMD, is considered as an experimental
method.

The success of EMD is its effectiveness to decompose signals with ample applica-
tions. From the localization point of view it has a great advantage. The controversy
for the method arises from the fact that it cannot define mathematical concepts
independently of the algorithm, and the result of the decomposition depends on
the algorithm but not only on the signal. There exist variations to the commonly
used EMD method. An IMF is a weak-IMF that is theoretically a solution of a
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certain self-adjoint ODE, while self-adjoint ODEs describe almost all wave-looking
(weak-IMFs) signals that fail to possess good and basic analytic properties.

The purpose of the present paper is to stick on the analyticity, and to show
that there does exist a large family of functions for which both the conditions (1.2)
and (1.3) are satisfied. Thus, in signal processing, one does at the same time get
both fish and bear’s paw. The functions satisfying simultaneous (1.2) and (1.3) are
called mono-components (MCs)10 that are identical to the functions having analytic
instantaneous frequencies (also see next section). The family contains the usual
trigonometric functions, and many more. Therefore it does not form an orthogonal
base in L2. It is vastness of the family that makes adaptive decomposition of signals
possible. The decomposition asserts that functions are composed by pieces with
globally analytic properties as real parts of functions in the Hardy spaces, and
with locally well-defined instantaneous frequency. The adaptivity addresses fast
approximation.

This paper contains some experimental results to test the effectiveness of the
decomposition through the EMD algorithm in relation to mono-components. Math-
ematically mono-components are basic building blocks that they cannot be further
decomposed into more basic units that possess the same analysis and physics prop-
erties. It would be interesting, and, in fact, desired to see the effectiveness of EMD
in decomposing sums into mono-components from which they are composed. Before
any experiment is carried through, one can already answer the question by “No”,
for the resulted functions of EMD must all be its IMFs, while mono-components
are not necessarily IMFs. It is not surprising that if a sum is already an IMF but
not a MC, then it cannot be further decomposed. It is also not surprising that
mono-components, as fundamental building blocks, can still be further decomposed
by EMD. Nevertheless, it is rather promising that EMD in many cases can decom-
pose the sums into some IMF pieces of which each may correspond to a composing
mono-component, with the same locations for the same types of extreme as in the
corresponding mono-component. In those cases one could say that EMD modifies
the composing mono-components into its own IMFs.

The main body of the paper is divided into three parts. In Sec. 2, we, following
Refs. 12, 8–10, 4 and 13, but in a self-contained manner, discuss mono-components
from the theoretical point of view. Theorem 2.1 concerns simple comparisons with
between the classes IMFs and MCs. We indicate the position of the class of the con-
tinuous mono-components in the Banach algebra of the continuous functions that
provides some insights for adaptive decomposition by using the mono-components.
In Sec. 3, we construct certain mono-components of the particular form ρeiθ where
the part eiθ itself is a mono-component. The results obtained in the section are
new that depend on some new developments of Bedrosian’s theorem. We provide
explicit formulas for all types of working examples in the paper for engineering use.
Figures for visualizing the constructed functions are provided. In Sec. 4 we justify
the role of EMD in relation to mono-components.
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2. Mono-Components

The terminology “mono-component” appeared in literature2 without a precise
mathematical definition. In Ref. 10, we propose the terminology for the functions
with modulation (1.1) and satisfy simultaneously (1.2) and (1.3). In the terminol-
ogy used in the previous section, a function is a mono-component if and only if it
possesses analytic instantaneous frequency.

Denote by WIFM the class of weak-IMFs, by IFM the class of IMFs, and
MC the class of MCs, i.e. mono-components.

It is convenient to also adopt complex-valued signals. We proved in Ref. 9 that
for f ∈ Lp, 1 ≤ p ≤ ∞, with the expression f = ρ(c + is), where ρ ≥ 0, c and s

are real-valued with c2 + s2 = 1, then H(ρc) = ρs if and only if f is the boundary
value of a function in the complex Hardy Hp space. The relation H(ρc) = ρs is
equivalent to the eigenvalue condition Hf = −if . In below H∞ is of a particular
interest. A function f in the upper-half-complex plane or in the unit disc, D, is said
to be in H∞ if it is holomorphc and bounded in the respective regions. A function
f ∈ Lp is a complex-valued mono-component if and only if Hf = −if and there
exists a modulation f = ρ(t)eiθ(t) with the property θ′(t) ≥ 0, a.e. Obviously there
exists a one-to-one corresponding relationship between real mono-components and
complex mono-components. Based on this we use the same notation MC for the
classes of real and complex-valued mono-components. For complex-valued signals
there exists a dual concept: We say that f is a dual-complex mono-component, if
Hf = if and there exists a modulation f = ρ(t)eiθ(t) such that θ′(t) ≤ 0, a.e. It
is easy to show9 that ρ(t)eiθ(t) is a dual mono-component if and only if ρ(t)e−iθ(t)

is a mono-component. For this reason we can only concentrate in studying mono-
components.

There is a counterpart theory for signals defined on the unit circle, T, that
corresponds to periodic signals on the real line. We call complex mono-components
and dual complex mono-components on the circle circular mono-components and
circular dual-mono-components, respectively. In Refs. 9 and 10, we cite two methods
to extend the theory on the circle to that on the real line. One is 2π-periodic
extension, and the other is via Cayley transformation. In below, except otherwise
stated, functions defined on the circle are also considered as periodic functions
on the line. On the unit circle we use circular Hilbert transformation in place of
the standard Hilbert transformation on the line, denoted by H̃. It has a singular
integral expression and a Fourier multiplier expression.8,12 We note that if f ∈
L2(T) on the circle and f(t) =

∑∞
k=−∞ cke

ikt is its Fourier expansion, then H̃f =
−i∑∞

k=−∞ sgn(k)ckeikt. As consequence, for f ∈ H2(T), with the expansion f(t) =∑∞
k=0 cke

ikt, there follows H̃f = −if + ic0, where c0 is the average of the function
on the circle: c0 = 1

2π

∫ 2π

0
f(eit)dt.

It follows that with the analytic modulation f = ρeiθ we have

H̃(ρ cos θ) = ρ sin θ − Im(c0), H̃(ρ sin θ) = −ρ cos θ + Re(c0).
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Due to this relation, a complex-valued function f ∈ H∞(T) with zero moment
c0 = 0 is a circular mono-component if and only if H(f) = −if, and the modulation
f = ρeiθ has a determined argument parametrization θ = θ(t) such that θ′ ≥ 0.

In the sequel two conventions will be adopted. One is to abbreviate H̃ as H.
Thus, H being the standard or circular Hilbert transformation will depend on the
context. There is no ambiguity in doing so, as for signals defined on the finite interval
[0, 2π) (viz. the unit circle) or those 2π-periodically defined on the real line, their
Hilbert transforms coincide when restricted to the interval [0, 2π).10 The second
convention is, when f is in the Hardy H2 of the unit disc with c0 = 0, we have
Hf = −if , and we regard this case as the exact identity or the exact eigenfunction
relation in the text.

There is a fundamental subclass of MC called Fourier atoms. Fourier atoms
are first studied in the twin Refs. 8 and 12, and subsequently in Ref. 3, and then
in Refs. 9, 4 and others. The real-line version of Fourier atoms and their products
were studied in by Picinbono.7 On the circle they are the boundary values of the
Möbius transforms

τa(z) =
z − a

1− az
, |a| < 1.

A Fourier atom has the form

eiθa(t) =
eit − a

1− aeit
, t ∈ [0, 2π),

where
θ′a(t)
2π

=
1
2π

1− |a|2
1− 2|a| cos t+ |a|2 > 0

is the Poisson kernel at a of the unit circle. We have the explicit formulas

cos θa(t) =
cos t− 2|a| cos ta + |a|2 cos(t− 2ta)

1− 2|a| cos(t− ta) + |a|2 ,

sin θa(t) =
sin t− 2|a| sin ta + |a|2 sin(t− 2ta)

1− 2|a| cos(t− ta) + |a|2 .

Basic mono-components are univalent or multivalent functions among which Möbius
transforms are considered to be the very fundamental building blocks. They have
deep involvement in both applied and theoretical mathematics and physics. The
class of Fourier atoms is denoted by FA. The class of the real parts of the func-
tions in FA, that are functions cos θa(t), is still denoted by FA. There will be no
confusion from the context. We note that, for a Fourier atom, eiθa(t), there hold9

H(cos θa) = sin θa + Im(a), H(sin θa) = − cos θa − Re(a).

If, in particular, a is real, being denoted by a = r ∈ (−1, 1) (see Sec. 3), then there
hold

H(cos θr) = sin θr, H(sin θr) = − cos θr − r

where the first relation is exact.
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Fig. 1. Graphs of Fourier atoms.

Figure 1 presents graphs of the Fourier atoms cos θa(t) for a = 1/2, i/2,
(1/2)ei 3π

4 , (1/2)e−i 3π
4 and −1/2.

Finite products of Fourier atoms, or equivalently, finite Blaschke products, are
mono-components. This follows from the fact that a finite product of Möbius trans-
forms is a bounded analytic function in the disc, and the phase of its boundary value
is the finite sum of the phases of the corresponding Fourier atoms. In particular,
trigonometric functions eint are mono-components. This “finite product principle”
can be carried out to any finite products of mono-components in the Hp spaces.

A larger class than that of Fourier atoms, still being fundamental, consists of
boundary values of starlike functions.10 We call a function f(z) a starlike function
if it is a univalent conformal mapping from the unit disc to a starlike domain with
pole 0 and f(0) = 0. The requirement f(0) = 0 being the pole is not essential.
If |a| < 1 and f(a) = b is the pole of the image starlike domain, then g(z) =
f(τ−a(z))−b maps univalently and conformally the unit disc D to a starlike domain
with g(0) = 0 being the pole. One has f(z) = g(τa(z)) + b, and, if g is a mono-
component with the modulation g(eit) = ρ(t)eiθ(t), then ρ(θa(t))eiθ(θa(t)) is a mono-
component, and f(eit) = ρ(θa(t))eiθ(θa(t)) + b. For practical reasons we restrict
ourselves to the easily computed cases where the boundaries of the starlike domains
are bounded rectifiable closed Jordan curves (in Ref. 10 it is phrased as “the Jordan
boundary curves”, see below). It may be easily proved that such starlike functions
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are bounded holomorphic functions whose boundary values are of the form ρ(t)eiθ(t),

with θ′(t) ≥ 0, and therefore are mono-components. In Ref. 10, it is shown that the
boundary values of such starlike functions are equivalent to mono-components with
the zero moment and the total variation of the phase functions are 2π. The cases
where ρ is identical to 1 are said to be unimodular, and, otherwise, non-unimodular.
It is shown in Ref. 8 that the unimodular mono-components of 2π-total variation
are Fourier atoms. Similar to finite Blaschke products, finite products of boundary
values of starlike functions are mono-components.

We now give an example of non-unimodular mono-components. As derived in
Ref. 10, for a ∈ D, the mappings

fa(reit) =
reit

1− areit
, r ∈

(−1
|a| ,

1
|a|

)
,

provide the Circle Family as boundary values of certain starlike functions. For
a = |a|eita , it is easy to deduce, with the modulation fa(reit) = ρ(t)eiθ(t),

ρ(t) cos θ(t) =
r cos t− |a|r2 cos ta

1− 2|a|r cos(t− ta) + |a|2r2 ,

ρ(t) sin θ(t) =
r sin t− |a|r2 sin ta

1− 2|a|r cos(t− ta) + |a|2r2 .

In Fig. 2 we provide the graphs of the function ρ(t) cos θ(t) for a = 1/4, r = 1/2
(Fig. 2(a)); a = i/4, r = 1 (Fig. 2(b)); and a = 1/4ei3π/4, r = 2 (Fig. 2(c)).
In Fig. 2(d), we exhibit the corresponding boundary curve of the starlike function
of the last example. Note that the origin does not lie in the center of the image disc
showing that the mono-components in the circle family are non-unimodular.

There are simple relations between the classes IMF ,WIMF ,MC and FA,
shown in

Theorem 2.1. We have

(i) IMF ⊂ WIMF ;
(ii) FA ⊂ IMF ;
(iii) IMF\MC 6= ∅;
(iv) MC\IFM 6= ∅; and
(v) FA ⊂ IMF ∩MC.

Proof. (i) Is obvious from the definitions of the two classes. (ii) is based on the
strict monotone property of θa and the basic properties of the trigonometric cos.
Indeed all Fourier atoms cannot be further decomposed by EMD (see Fig. 8) and
therefore are IMFs. (iii) is referred to the examples constructed in Ref. 15. To
prove (iv), we need to show that there exist mono-components that can be further
decomposed by EMD into more than one IMF pieces. We show this by the two
examples in Fig. 10. (v) is a consequence of (ii) and the fact that FA is contained
in MC. The proof is complete.
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Fig. 2. The Circle family and the corresponding starlike boundary.

Denote by D the unit disc and T the unit circle in the complex plane. Let C(T)
be the Banach space of continuous functions on T equipped with the norm

‖f‖ = sup{|f(z)| : z ∈ T}.
C(T) is a commutative Banach algebra over the field of complex numbers. In partic-
ular, it satisfies ‖fg‖ ≤ ‖f‖‖g‖. Denote by A(T) the sub-algebra of C(T) consisting
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of the functions that can be continuously extended to a holomorphic function in
D. A(T) is also a Banach algebra, and, in fact, a closed sub-algebra of C(T). For
functions in C(T) the following three conditions are equivalent:

(i) f ∈ A(T);
(ii) f can be uniformly approximated on ∂T by polynomials in z; and
(iii) the Fourier coefficients cn(f) of negative index n all vanish.

Denote by MCC the class of the functions on T in MC ∩C(T) adopting the norm
of C(T). We have

Theorem 2.2. (i) MCC is closed under multiplication;
(ii) MCC is a closed subset of A(T);
(iii) MCC is not closed under addition, and thus is not a sub-algebra of A(T);
(iv) The span of MCC is dense in A(T); and
(v) Boundary values of starlike functions with the Jordan boundary curves belong

to MCC .

Proof. (i) Assume that f, g ∈MCC . Since f, g ∈ L∞ and satisfy Hf = −if,Hg =
−ig, we have f, g ∈ H∞.9 Therefore, fg ∈ H∞, and hence H(fg) = −ifg . Now
since the analytic phase functions of f and g both are non-decreasing, that
of fg as the sum of those phase functions is also non-decreasing. Therefore,
fg ∈MCC .

(ii) If f ∈ MCC , then f ∈ H∞ ⊂ H2.9 Its Fourier coefficients of negative indices
are all zero, and hence f ∈ A(T). This shows that MCC is a subclass of A(T).
Now we show that the subclass MCC is closed in the topology of A(T). Since
A(T) is a closed subclass of C(T), any Cauchy sequence fn ∈ MCC ⊂ A(T)
has a limit f ∈ A(T). We shall further show that f ∈ MCC . Now write
fn(t) = ρn(t)eiθn(t) and f(t) = ρ(t)eiθ(t). Due to fn → f, we have, uniformly,
ρn(t) → ρ(t) and eiθn(t) → eiθ(t). Using the Ascoli–Aezelá Theorem to the
convergent sequence eiθn(t), we obtain the equi-continuity for eiθn(t) and thus
that for the sequence θn(t) as well. This enables us to choose a common branch
of argument for all θn(t) and θ(t) so that θn(t) uniformly converges to θ(t).
The non-decreasing of θn(t) then implies that of θ(t). Therefore f ∈MCC .

(iii) We show that MCC is not closed under the addition operation. This is a
well-known fact in the study of existence of analytic instantaneous frequency.
For the self-contained purpose we still construct an example. Let f1(z) =
n1z

m1 , f2 = n2z
m2 , where n1, n2,m1,m2 are positive integers. Clearly, f1 and

f2 both are in MCC . Set

f(eit) = f1(eit)+f2(eit) = (n1 cosm1t+n2 cosm2t)+i(n1 sinm1t+n2 sinm2t).

Then the analytic phase function θ(t) of f will satisfy

tan θ(t) =
n1 sinm1t+ n2 sinm2t

n1 cosm1t+ n2 cosm2t
.
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Taking derivative with respect to t to both sides of the above equality,

θ′(t)
cos2 θ(t)

=
m1n

2
1 +m2n

2
2 + (m1 +m2)n1n2 cos(m1t−m2t)

(n1 cosm1t+ n2 cosm2t)2
.

If, in particular, we choose m1 = 3, n1 = 1,m2 = 1, n2 = 2, then the above
relation becomes

θ′(t)
cos2 θ(t)

=
5 + 8 cos(m1t−m2t)

(cos 3t+ 2 cos t)2
.

Thus θ′(t) in some open intervals is positive and some open intervals negative.
Hence f does not belong to MCC .

(iv) The density of finite spans of MCC is obvious as it contains all polynomials
while the latter is dense in A(T).

(v) Such a starlike function maps T into a bounded rectifiable close Jordan curve,
and thus is absolutely continuous. The boundary value of a starlike function
is also a mono-component. Therefore f is in MCC . The proof of the theorem
is complete.

There is no regret that MCC is not an algebra and thus does not coincide with
A(T). By the theorem, functions in A(T), and thus those in Hp, 1 ≤ p < ∞,

are all limits of finite spans of the mono-components in MCC in the respective
function spaces. The class MCC , that contains the trigonometric system, is not an
orthogonal basis. It is the vastness of the class mono- and anti-mono-components
that makes the adaptive decomposition of signals possible.

The adaptive decomposition is of the form

f(t) =
N∑

k=1

ρk(t)eiθk(t) + rN (t), (2.1)

where ρk(t) ≥ 0 and H(ρk(·)eiθk(·)) = ∓iρk(·)eiθk(·), ρk ≥ 0, and ±θ′k(t) ≥ 0,
respectively, or equivalently, with the real form,

f(t) =
N∑

k=1

ρk(t) cos θk(t) + rN (t), (2.2)

where H(ρk(·) cos θk(·)) = ρk(·) sin θk(·), ρk ≥ 0, θ′k ≥ 0, and rN → 0 rapidly in
a certain measurement. Note that any multiple complex constant Ck is with the
form Ck = |Ck|eiφk where |Ck| and φk may be incorporated into ρk and θk(t),
respectively. Hence there is no constants shown in the decomposition formulas (2.1)
and (2.2). The above two formulas both are valid in the circular context and in the
real-line context. In the complex series expansion (2.1) both the classes mono-
component and anti-mono-component are needed, but in the real series expansion
(2.2) anti-mono-components, corresponding to the entries of the form ρ sin θ, may
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be avoid. Indeed, there hold

ρ(t) sin θ(t) = cos(θ(t)− π/2)

and

H(ρ(·) cos(· − π/2)) = H(ρ(·) sin θ(·)) = −ρ(·) cos θ(·) = ρ(·) sin θ(· − π/2),

where d
dt [θ(t− π/2)] = θ′(t− π/2) ≥ 0.

3. Non-Unimodular Mono-Components in Relation
to Fourier Atoms

The results and examples of mono-components studied in this section, falling into
the scope of starlike functions of the Jordan boundary curves and their products,
are of particular interests. Suggested by Bedrosian’s theorem1,16,14 one looks for
mono-components of the form ρ(t)eiθ(t), where ρ ≥ 0 and eiθ(t) itself is a mono-
component. The basic case is that the phase function θ is the sum of a finite number
of phase functions θai where θai is from the Fourier atom eiθai , ai ∈ D.13,17

Theorem 3.1. Assume that eiθ(t) is a mono-component. Then,

(i) for any real numbers M,N,N ≥ |M |, the function

ρ(t) cos θ(t) = (M cos θ(t) +N) cos θ(t) (3.1)

is a mono-component, where N ≥ |M |; and
(ii) if θ(t) = θa(t) is from the Fourier atom eiθa(t), a ∈ D, then all mono-

components of the form ρ cos θ is of the form

ρ(t) cos θ(t) = (M cos θ(t) +N) cos θ(t),

where M,N are real numbers with N ≥ |M |.

Proof. (i) Since eiθ(t) is a mono-component, it is the boundary value of a bounded
holomorphic function in the unit disc.9 As a consequence, ei2θ(t) is the boundary
value of a bounded holomorphic function in the unit disc, and thus is also a
mono-component. In particular,

H[cos(2θ)] = sin(2θ).

We therefore have

H[(M cos θ(t) +N) cos θ(t)] = H[M cos2 θ(t) +N cos θ(t)]

= H[(M/2)(1 + cos(2θ(t))) +N cos θ(t)]

= (M/2) sin(2θ(t)) +N sin θ(t)

= (M cos θ(t) +N) sin θ(t),

as desired.
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(ii) Now assume that θ is from the Fourier atom eiθa for some a ∈ D. We need
to show that any non-negative ρ satisfying H(ρeiθa) = −iρeiθa is of the form
ρ = M cos θa + N, M,N being real numbers. If ρ is of such a form and non-
negative, then we must have N ≥ |M |. We will borrow the following general
result from Ref. 13.

Proposition 3.1. Let θ(t) = θr1(t) + · · · + θrn
(t), 0 ≤ rj < 1, j = 1, . . . , n, and

ρ(t) ≥ 0. Then ρ(t)eiθ(t) is a mono-component if and only if

ρ(t) = Re

n∑

j=1

Aje
ijt

n∏

j=1

(1− rje
it)

+B, (3.2)

where Aj , j = 1, . . . , n − 1, are complex numbers and An and B are real numbers
chosen so that ρ(t) ≥ 0 for all t.

Using the result for n = 1 and a = r ∈ [0, 1) being real, to prove the assertion
is reduced to showing that for suitable real numbers A,B we have

cos θr(t) = Re
Aeit

1− reit
+B, (3.3)

or equivalently,

Re
eit

1− reit
= M cos θr(t) +N (3.4)

for certain real numbers M,N. Now we show (3.3).
On one hand,

cos θr(t) = Re
eit − r

1− reit
=

(1 + r2) cos t− 2r
1− 2r cos t+ r2

.

On the other hand,

Re
Aeit

1− reit
+B =

A cos t−Ar +B(1− 2r cos t+ r2)
1− 2r cos t+ r2

=
(A− 2rB) cos t+ [(1 + r2)B −Ar]

1− 2r cos t+ r2
.

It therefore reduces to solving the linear system

A− 2rB = 1 + r2, (−r)A+ (1 + r2)B = −2r

for A and B which surely has a solution as r 6= ±1.
Now consider the case a 6= 0, being not positive. That is a = reita , where

0 < r < 1, eita 6= 1. By expressing

eiθa(t) = eitaeiθr(t−ta),

we know from the assertion (i) that all ρ’s satisfying the mono-component eigen-
function requirement are of the form ρ(t) = M cos θr(t−ta)+N. In particular, from
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the just proved assertion (i), there exist real numbers M0 6= 0 and N0 such that
cos θa(t) + 1 = M0 cos θr(t − ta) +N0. Thus cos θr(t − ta) = M1 cos θa(t) +N1 for
some real numbers M1, N1. Therefore, any form M cos θr(t− ta) +N is also of the
form M cos θa(t) +N. The proof for (ii) is complete, and thus that of the theorem
as well.

The theorem shows that the particular example obtained in Ref. 11 through
dealing with certain meromorphic functions turns to be the general solution to the
eigenfunction problem for θ = θa.

In the proof of Theorem 3.1 we also obtained an explicit formula for ρ:

ρ(t) =
(A− 2rB) cos t+ [(1 + r2)B −Ar]

1− 2r cos t+ r2
,

where A and B are real numbers chosen so that ρ(t) ≥ 0.
When a is not a positive real number, namely a = reita , 0 ≤ r < 1, eita 6= 1, the

formula reduces to

ρ(t) =
(A− 2|a|B) cos(t− ta) + [(1 + |a|2)B −A|a|]

1− 2|a| cos(t− ta) + |a|2 ,

where A and B are real numbers chosen so that ρ(t) ≥ 0.
In Fig. 3, we present graphs of mono-components corresponding to some particu-

lar values of a,M andN in the formula of Theorem 3.1. Figures 3(c) and 3(d) are the
graphs of ((M cos θa +N) cos θa, (M cos θa +N) sin θa) for a = 1/2,M = 7/4, N = 2
and a = 1/2 + 2i/3,M = −1/2, N = 1, respectively.

There are two remarks for Theorem 3.1.

Remark 1. Since finite products of complex mono-components are still complex
mono-components, besides the formula (3.2), one also has a tensor form formula

ρ(t) =
∏

k=1

ρk(t) =
n∏

k=1

(Mk cos θak
(t) +Nk)

for θ =
∑n

k=1 θak
.

Figures 4 and 5 provides examples of products of boundaries values of starlike
functions. In Fig. 4, the mono-components are constructed based on Theorem 3.1
and Remark 1 for the parameters M1 = 1/2, N1 = 2, a1 = 1/2 and M2 = 7/4,
N2 = 2, a2 = 1/3; and in Fig. 5 for M1 = 1/2, N1 = 2, a1 = i/2 and M2 = 1/2,
N2 = 2, a2 = 1/2, and M3 = −7/4, N3 = 2, a3 = 3i/4.

Remark 2. Detailed analysis,17 shows that for eiφ(t) = eiteiθr(t), r ∈ (0, 1), ρ ∈
L2(T), the function ρeiφ is a mono-component with the cancellation property

∫ 2π

0

ρ(t)eiφ(t)dt = 0 (3.5)

if and only if

ρ(t) = Re
Aeit

1− reit
+B,
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(a) a = 1/2, M = 7/4, N = 2.

0 5 10 15 20 25 30 35 40 45 50
−2

0

2

(b) a = 1/2 + 2i/3, M = −1/2, N = 1.

−4 −3 −2 −1 0 1 2 3 4
−4

−3

−2

−1

0

1

2

3

4

−4 −3 −2 −1 0 1 2 3 4
−4

−3

−2

−1

0

1

2

3

4

(c) (d)

Fig. 3. Examples for mono-components of the form (M cos θa + N) cos θa.

where A is a complex number and B is a real number such that ρ(t) ≥ 0 for all t.
This cannot be treated as a special case for n = 2 in Proposition 3.1 as there

was no requirement (3.5). The above formula gives

ρ(t) cosφ(t) =
(
ρ0

cos(θ0 − t)− r cos θ0
1− 2r cos t+ r2

+B

)
cos 2t− 2r cos t+ r2

1− 2r cos t+ r2
, (3.6)

and

ρ(t) sinφ(t) =
(
ρ0

cos(θ0 − t)− r cos θ0
1− 2r cos t+ r2

+B

)
sin 2t− 2r sin t
1− 2r cos t+ r2

, (3.7)

where the terms inside the brackets correspond to the ρ part, and the constants
ρ0, θ0 and B should be chosen so that ρ ≥ 0.
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Fig. 4. Mono-component from product of two starlike functions.

For the general case a = reita , 0 < r < 1 we use the expansion

eiθ1(t) = eitτa(eit) = e2itaei(t−ta) e
i(t−ta) − r

1− rei(t−ta)
,

The same reasoning as before implies that ρ1(t) = ρ(t − ta) and the counterpart
formulas of (3.6) and (3.7) read

ρ1(t) cos θ1(t) =
[
ρ0

cos(θ0 − t+ ta)− r cos θ0
1− 2r cos(t− ta) + r2

+B

]

× cos(2t)− 2r cos(t+ ta) + r2 cos(2ta)
1− 2r cos(t− ta) + r2

, (3.8)

and

ρ1(t) sin θ1(t) =
[
ρ0

cos(θ0 − t+ ta)− r cos θ0
1− 2r cos(t− ta) + r2

+B

]

× sin(2t)− 2r sin(t+ ta) + r2 sin(2ta)
1− 2r cos(t− ta) + r2

, (3.9)
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Fig. 5. Mono-component from product of three starlike functions.

where the part in the square bracket is ρ1 and the outside part is cos θ1(t) and
sin θ1(t), respectively, the constants ρ0, θ0, B are chosen so that ρ1 ≥ 0.

Figures 6 and 7 are examples for (3.6) for ρ0 = 1, r = 1/2, θ0 = 3π/4, B = 2;
and (3.8) for ρ0 = 1, r = 1/2, θ0 = π/4, ta = 3π/2, B = 2, respectively.

4. EMD vs Mono-Components

It is a belief and practice in signal analysis that a signal is decomposed into
the harmonic waves, and, in the complex analysis terms, into boundary values
of power series and Laurent series. Mono-components, as generalization of trigono-
metric functions, are of a greater variety but without orthogonality. The obser-
vation based on recent development in practice of signal analysis6 and that in
harmonic analysis5 suggest that adaptive decomposition of signals into mono-
components is possible. To further carry out the study it is a natural to ask how
EMD goes with mono-components. More specifically, given a sum added up from a
number of mono-components, at what extend EMD can reproduce the composing
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mono-components? A number of basic experiments are carried out to answer this
question. In doing so, we stick on the believe that Fourier atoms and boundary val-
ues of starlike functions are among the fundamental constructive building blocks of
signals.
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Fig. 6. Example for mono-components obtained from formula (3.6).
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Fig. 7. Example for mono-components obtained from formula (3.8).
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Experiments and observations include:

(i) All Fourier atoms are IMFs. In fact, Fourier atoms cannot be further decom-
posed by the adopted EMD. A such experiment is presented in Fig. 8.

(ii) If the sum of a number of mono-components is itself an IMF, then it cannot
be further decomposed by the EMD. This shows that EMD cannot decompose
signals into their very fundamental constructive building blocks. The final
results of EMD may still be combinations of those fundamental pieces. A such
example is exhibited in Fig. 9.

(iii) EMD decomposes mono-components into its IMF pieces. In Fig. 10, we exhibit
two examples. The first is the type of mono-components studied in Theorem
(3.1): f(t) = [7/4 cos θ1/2(t)+2] cos θ1/2(t); and the second: f(t) = ρ(t) cos θ(t)
in (3.6) is for ρ0 = 1, r = 1/2, θ0 = 3π/4, B = 2. They exhibit that
although mono-components are fundamental constructive building blocks, they
are still decomposed into a number of IMFs pieces. What causes this is that
those mono-components are not IMFs by themselves. Non-unimodular mono-
components are usually not IMFs.

(iv) In Fig. 11, we show that the sum of the two mono-components
2 cos(θ1/2+i/2(t) + θ2/3(t)) and cos θ1/2(t), both being IMFs, is decomposed
by the EMD into a sum of another pair of non-trivial IMFs. 2 cos(θ1/2+i/2(t)+
θ2/3(t)) should be compared with the first IMF as they are the components of
higher-frequency, while cos θ1/2(t) should be compared with the second IMF
as they are the components of low-frequency. The two pairs look similar but
not the same. This shows that EMD does not faithfully recover the composing
fundamental pieces even though the latter being IMFs.
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Fig. 8. Fourier atoms cannot be further decomposed by EMD.
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Fig. 9. If the sum is IMF, then it cannot be decomposed.
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Fig. 10. EMD further decomposes mono-components.

(v) The situation exhibited in Fig. 12 is worse. In the experiment the sum of the
two Fourier atoms cos θ3i/4(t) and cos θ3/4(t), both being IMFs, is decomposed
into a pair of completely different IMFs. What happens there is that the two
Fourier atoms attains the extreme values at different values of t and thus
their sum has more extreme values. The EMD gets the first IMF with more
vibrations than any of the composing Fourier atoms and the second IMF does
not look like any of the Fourier atoms either.
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Fig. 11. EMD does not recover its own IMFs.
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Fig. 12. Sum of two Fourier atoms that cannot be recovered by EDM.

5. Conclusion

Mono-components are defined to be the functions that possess analytic instanta-
neous frequencies. A fundamental class of mono-components consists of the bound-
ary values of starlike functions, among which a more fundamental class consists of
the Fourier atoms. The class of mono-components forms a non-orthogonal basis in
L2 that allows adaptive decomposition of the signals into sums of mono-components.
The algorithm is to be sought.

IMFs are associated with the adopted EMD. They are outcomes of implementa-
tion of EMD. The algorithm EMD, on the other hand, depends on specially chosen
functions in formulating envelops in the iteration procedure. In the sense of spline-
approximation EMD is man-made, it is no wonder that IMFs fail to possess analytic
instantaneous frequency, and EMD, therefore, is hard to faithfully decompose sig-
nals into the constructive pieces that possess analytic instantaneous frequencies.
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