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Introduction
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❆ With the emergence of smartphones, Android has become a widely used mobile 
operating system that is increasingly targeted by various cyber threats.

❆ Its popularity has attracted relentless attacks, and new malware continuously 
jeopardizes the security of users’ devices and private data.1

❆ Traditional malware classification methods, based on static or dynamic analysis, 
struggle with challenges such as imbalanced data distributions and the detection of 
zero-day malware exploiting unknown vulnerabilities.2

Methods
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❆ To what extent is accurate malware classification achievable given limited, imbalanced 
datasets that feature both sample imbalances among families and the absence of some 
malware families?

Question

❆ Enhance feature extraction techniques from APK files to improve malware analysis.
❆ Address sample imbalance through innovative application-based and family-based 

sampling strategies.
❆ Advance meta-learning approaches to accurately classify malware, including few-

sample and zero-sample families.

Objectives 

Methods

❆ Feature Extraction: Reverse-engineer APK files to extract eight categories of 
features from AndroidManifest.xml and class.dex.

❆ Sampling Strategy: Mitigate sample imbalance using two methods—
application-based and family-based.

❆ Meta-Learning & Classification: Generate realistic few-sample and zero-
sample tasks via dual sampling strategies to train and fine-tune a meta-
classifier for malware classification.
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Results 

Ø Introduce Meta-MAMC, a novel meta-learning approach for multi-family Android malware 
classification.

Ø Develop two sampling strategies: application-based sampling to counter imbalanced family 
distributions and family-based sampling to address incomplete datasets using zero-sample learning.

Ø Regulate the two strategies with a hyperparameter 𝑝, which balances the probability between family-
based and application-based sampling.

Ø Validate Meta-MAMC through experiments that outperform state-of-the-art methods, with future plans 
to enrich datasets and tackle intra-class imbalance issues.

Conclusions
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Meat-MAMC

Table 1. Meta-MAMC Versus State-of-the-Art Methods on Drebin. The Accuracy and F-Score of the 
ten random families in the Drebin dataset.

Table 2. Performance of Meta-MAMC and SOTA methods against Android evolution.  

l Five evaluation scenarios (A–E) simulate training on earlier malware datasets and 
testing on later samples (from 2012–2022) collected from VirusShare, AndroZoo, and 
GitHub, ensuring no overlap in malicious families, to compare the F-Score and 
accuracy of EFIMDetector, MaMaDroid, Drebin, SEDMDroid, MMN, and Meta-
MAMC and verify Meta-MAMC’s robustness against malware evolution.

l Meta-MAMC leverages meta-knowledge to counter zero-day samples and Android 
evolution, slightly outperforming competing schemes in classifying new samples with 
an older dataset.

Figure 1: The number of times each family and sample occurring in the tasks 
sampled from Drebin according to the application-based or family-based 
sampling strategy.

l Application-based sampling is biased by family but fair by application, 
while family-based sampling is the opposite, making them 
complementary.

mailto:liyaouu@gmail.com

